Black Holes from A to Z

Andrew Strominger

Center for the Fundamental Laws of Nature, Harvard University,
Cambridge, MA 02138, USA

Last updated: July 15, 2015

Abstract

These are the lecture notes from Professor Andrew Strominger’s Physics 211r: Black Holes from A to Z
course given in Spring 2015, at Harvard University. It is the first half of a survey of black holes focusing on
the deep puzzles they present concerning the relations between general relativity, quantum mechanics and ther-
modynamics. Topics include: causal structure, event horizons, Penrose diagrams, the Kerr geometry, the laws
of black hole thermodynamics, Hawking radiation, the Bekenstein-Hawking entropy/area law, the information
puzzle, microstate counting and holography. Parallel issues for cosmological and de Sitter event horizons are
also discussed. These notes are prepared by Yichen Shi, Prahar Mitra, and Alex Lupsasca, with all illustrations

by Prahar Mitra.
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1 Introduction

In the last decade, black holes have come into the forefront of modern science: in astronomy, mathematics, and
physics.

The first indirect astronomical observation of black holes occurred in the 70s, but scientists were skeptical.
Nowadays, new black holes are detected on a daily basis. It is now known that there is a supermassive black hole
at the centre of our galaxy. The masses of black holes vary widely and can reach a million solar masses. Despite
having tonnes of experimental evidence for the existence of black holes, there is still a lot about it that is unknown.
The Event Horizon Telescope will, in the future, image the black hole at the centre of our galaxy to within its
Schwarzschild radius. This observation is sure to produce more interesting data.

Black holes are solutions to Einstein’s field equations. Mathematically, these equations are extremely interesting
and complex differential equations. New properties of them are being discovered by mathematicians even today.
Despite significant developments in our understanding of these equations, there are still several unproven conjectures
surrounding them. Proving these conjectures is an important field in mathematics.

To physicists, black holes are enigmatic objects with lots of interesting physical properties. To me, the most
interesting equation in modern physics is the Bekenstein-Hawking area/entropy law,

(1.1)

where A is the surface area of the black hole. Note that the formula above is in its dimensionless form. Under the
usual definition of entropy, the right hand side should be multiplied by Boltzmann’s constant kp. This equation is
mostly derived from classical considerations, but our main understanding of it will come in the next semester, when
we discuss its quantum aspects. Interesting enough, this relates all areas of modern physics: statistical mechanics,
gravity, and quantum mechanics. And it applies to not only black holes horizons but also to other kinds of horizons.
Note that the factor of 4 was computed by Hawking, while the rest of the formula was determined by Bekenstein
using classical principles. It’s deep, explicit, and not understood! The challenge to modern day physicists is to
explain this formula. This will require a rethinking of physics.

Now, all the laws of physics for the last two thousand years have been built on the foundation of determinism,
in the sense that there are laws. That is, if we know the present, there are laws that determine the future and can
be used to retrodict the past. This is certainly true in classical physics. It is also true in quantum physics, where
we determine the state, instead of classical variables, in the future or the past. We refer to this as the unitarity
of quantum mechanical systems. Now, the causal structure in general relativity is so convoluted that we don’t
necessarily know what it means for the laws to be deterministic, since we don’t even understand what the past and
future are. This is related to Hawking’s information puzzle. These are the motivations for this course and we’ll
learn how we can address these problems.

The prerequisite for this course is some knowledge of general relativity. It will be useful to have taken a course
on quantum field theory, but it’s not required.

Our course this semester is largely classical, leaving the quantum aspects to Spring 2016.



2 Causal structure, event horizons and Penrose diagrams

The most basic question we can ask about a spacetime is the causal relation between two points, z and z’.
There are basically six possibilities as depicted in Figure 2.1. z’ being in the past or future of z, ' being on the
past or future lightcone of x, 2’ having a spacelike separation from z, or there may be no separation.

. S ace Llee
separaied

Figure 2.1: Causal relations in a Lorentzian manifold

Understanding the causal relationship between different points is subtle in the context of black holes, and
Penrose diagrams are the tools we use.

2.1 Minkowski space

First note that it’s a convention to refer to some spacetime as simply space. We start from the metric
ds? = —dt* + dr* + r?dQ3, (2.1)
where dQ3 is the unit metric on the two-sphere. We move to null coordinates for simplicity and take
u=t—r, v=t+r, (2.2)
such that v — v > 0. Then we have the metric

1
ds* = —dudv + Z(U —)2d03. (2.3)

Figure 2.2 portrays the situation, where
e 7% indicates where light rays come from or go to, i.e., the past or future infinity;
e it indicates past or future timelike infinity;

e i’ indicates spatial infinity.
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Figure 2.2: Boundaries of Minkowski space

The problem is that these interesting infinities can’t be fit onto the blackboard, or any two-dimensional plane!
So Penrose came up with ways to put these back to the blackboard. Consider new coordinates

v=tand, u=tand, (2.4)
where now we have 4,7 € (=7, 7). Since we don’t need to know the derivatives explicitly, we simply have

B du dv

ds* = — —
T dudo

(—dadv + 7 (@, 0)dQ3) . (2.5)

Next, we define a new metric d3? such that
du dv

ds? =
iy du dv

ds® = —dadv + 72dQ3. (2.6)

We want to know how different points in spacetime are causally related. Suppose z’ is in the causal past of
x iff there is an everywhere past directed timelike line going from x to x’, i.e., the norm of the tangent vector is
everywhere negative along the curve. If this was the case when computed with s, it will also be the case when
computed with §, because u and v, being monotonically increasing functions, make 3—3% positive. Since the causal
structure of this metric depends only on the overall sign of ds?, that of a spacetime defined by metric d3? = Q2ds?
for any real factor Q is the same as that of a spacetime defined by ds?. This kind of rescaling is called a Weyl
transformation. It is a local rescaling of the metric tensor that produces another metric in the same conformal
class.

Now, the original range of u and v is bounded by v = u, v = 0o, and u = —oco, which give
T T
b=, 5= - _ T 2.7
D=1 U= 3 a 5 (2.7)

respectively. So if we fix the light rays to be at 45°, we arrive at Figure 2.3.

The Penrose diagram for the Minkowski space explains all of its causal structure. First, if we go to the future
timelike infinity, then all of the spacetime is in our causal past, i.e., we can see the whole universe if we wait long
enough. Similarly, in the infinite past, all of the spacetime is in our future. Second, if we take a complete spacelike
slice, then all of the future spacetime is in the domain of dependence, i.e., it can be determined by the evolution of
the slice. Minkowski space is the only spacetime that has these properties.

Further, null infinities are larger than timelike infinities. If we have two light rays going at the same angle, we
can ask which one reached the future null infinity first. But if we have two eternal objects, we cannot ask which
reaches the future timelike infinity first. Hence, there are more structures to null infinities than timelike infinities.
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Figure 2.3: Penrose diagram of Minkowski space

Note that these transformations we made above do change length scales, and that we’ve suppressed the angular
dependence so that every point on the interior is an S2, except for the origin, which is a point.

2.2 de Sitter space

de Sitter space is a maximally symmetric solution to the Einstein equations
G = Mgy (2.8)

with positive cosmological constant A = 3/I%. To get de Sitter space, we start with a five-dimensional Minkowski
space, and take a hyperboloid in that space, i.e., a four-dimensional sub-manifold. The four-dimensional sub-
manifold is de Sitter space. Now, the line element for the five-dimensional Minkowski space is

ds? = —(dz°)? + (da')? + (d2?)? + (dz®)? + (dz*)>. (2.9)
The Lorentz group of the 5-dimensional Minkowski space is SO(4,1) and if we take a hyperboloid such that
—(X)7 + (XT)? + (X?)? + (X°)? + (X1)? =2, (2.10)

then the hyperboloid is mapped onto itself through SO(4,1). Evident from the above constraint and Figure 2.4,
as we move away from X°, the radius of the sphere increases.

Now we consider this in other coordinates and look for a metric on the sub-manifold. We don’t need five
coordinates for a four-dimensional manifold. Setting [ = 1, take

XY =sinhT, (2.11)
X1 = cosfcosh, (2.12)
X? = sinf cos ¢ cosh T, (2.13)
X? = sin 0 sin ¢ cos 1 cosh 7, (2.14)
X* = sin@sin ¢psin ) cosh 7. (2.15)



Figure 2.4: Varying sizes of S®’s in de Sitter space

Then we have
ds? = —dr? + cosh® 7d3, (2.16)

where 7 is some proper time along the hyperbola, and the cosh? 7 tells us that the S3 extends to the infinite past
and future. Next we do a coordinate change, taking

1
ht = . 2.17
cosht = —— (2.17)
This gives
dsi = —dT? + d)3 2.18
84 COSz T( + 3)? ( )
where T' € (=7, 5). So we can define a new metric
d53 = cos? T'ds3 = —dT? + d9°. (2.19)

Figure 2.5 shows the corresponding Penrose diagram. Every point inside the region is an S? parametrised by ¢
and v, except for the poles, where they are only points. With an observer on the South Pole, we refer to region I
as the causal diamond while region IV is inaccessible.

Noath Pole

Figure 2.5: Penrose diagram of de Sitter space

As shown by the dashed lines, a light ray going from the beginning to the end of the universe just barely makes
it from the north pole to the south pole. And unlike Minkowski space, if we wait long enough to get to the future



timelike infinity, our past is only half of the spacetime; and even if we go to the infinite past, only half of the
universe is in our future. So causally, with respect to an observer, the universe divides into four causal regions.
Note that in the Minkowski case, the whole spacetime is in the causal diamond, and that de Sitter space has no
spatial infinity.

Another coordinate system used commonly for de Sitter space goes as follows.

1
X =sinht + 552 el (2.20)
(X1 X2 X3 = ze, (2.21)
1
X* = cosht — 552 el. (2.22)
And the resulting metric is
ds? = —dt* + e*di?. (2.23)

These coordinates only cover half of de Sitter space: the causal future of the observer at the South Pole. If we
fix t, we have slices parametrised by Z. These are everywhere spacelike slices which are nevertheless asymptotic to
future null and timelike infinity.

Figure 2.6: Penrose diagram in planar coordinates

As the universe evolves, baryonic matter becomes more and more dilute, but this doesn’t happen to dark energy.
So eventually, dark energy dominates and this metric needs to be modified. Because there is a singularity along
the slice ¢tBigBang, We can ignore everything before it.

Sewth Pole

Figure 2.7: Penrose diagram in planar coordinates with a Big Bang singularity



2.3 Anti-de Sitter space

Anti-de Sitter space is a solution to the Einstein equation with negative cosmological constant A = fl%. For
simplicity, we tackle the two-dimensional case here. Take a metric with negative constant curvature,
l2
ds® = —(—dt* + dy?). (2.24)
Y
As before, set
u=t—y, v=t+y. (2.25)
Then,
—dudv
ds? = ——. 2.26
y 4(u —v)? (2:26)
Next, take
u=tand, v =tand. (2.27)
And finally, make the change
.1 .1
u:§(7'—0), = 5(7’—1—0). (2.28)
We end up with
2 1 2 2
ds* = —5—(—d7* + do”), (2.29)
sin® o

which doesn’t look good at 0 = 0, 7. Let’s take some finite point, og, and compute the proper distance from o = ¢
to o0 = o¢ in fixed 7. Then,

oo 1
D(e,00) = / ——do ~ Ine, (2.30)
. sino

which is infinitely far away. The o = 7 + € case is similar.

Next, in Figure 2.8, suppose we start a light ray at o = 5, 7 = 0. It bounces at the wall 0 = 0 and comes back
to o = 5. Then the proper time 7, = 7. So in anti-de Sitter space, we only need to wait for a proper time to find
out things happening infinitely far away. This is an issue in anti-de Sitter space which is not present in Minkowski
space. Thus, in anti-de Sitter space, the boundary conditions are extremely important. This also implies that
there is no Cauchy surface, since boundary effects can modify the bulk and this prevents us from a deterministic

evolution.

o=0 d":];:

o=T1

Figure 2.8: Anti-de Sitter space

One reason why we don’t call Figure 2.8 the Penrose diagram of anti-de Sitter space is that it is not geodesically
complete. The original coordinates (¢,y) only cover part of the full spacetime known as the Poincaré patch. By



geodesic completion of the spacetime, we mean that we extend the spacetime so that all the null/timelike/spacelike
geodesics either travel for infinite proper time or end in a singularity. Anti-de Sitter space, like Minkowski and de
Sitter spaces, is geodesically complete.

Further, we note here the two rules for Penrose diagrams.
e Everything must be fit on blackboard;
e Null geodesics are at 45°.

Hence, in order for our anti-de Sitter space Penrose diagram to obey these rules, we have to make a Weyl
transformation, which changes the whole structure and gives us Figure 2.9. Notice that the boundary is timelike.

Figure 2.9: Penrose diagram for anti-de Sitter space

At the end of the day, we are not just interested in the spacetimes themselves. We would like to study physics
on these spacetimes. An important and necessary step in this direction is to first figure out what set of questions
one can sensibly ask in any spacetime.

The answer - or rather, the question - is well understood in Minkowski space. We throw some particles from
1~ (massive particles) and #~ (massless particles) into the bulk of the spacetime. The particles interact and come
out at i™ and #*. The scattering problem in Minkowski spacetime is then: Given the stuff that goes in, what can
come out? In principle, this works only in the absence of gravity. For instance, in the presence of gravity, throwing
stuff into the bulk can create black holes, which changes the causal structure significantly.

In anti-de Sitter space, a similar question can be asked. However, in this case, the specification of boundary
conditions at ¢ = 0,7 is extremely important. The choice of boundary conditions is guided by symmetries and
typically, there aren’t too many choices that respect the symmetries. The question we ask in anti-de Sitter space
is if we perturb the boundary conditions at 7 = 0 by a bit, then how are the boundary conditions at later times
affected?

On the other hand, de Sitter space is much more complicated. We don’t know what the right question to ask
is due to issues in this spacetime. In particular, due to the big bang singularity, we cannot talk about scattering
particles from the past. Since space is contracted back then, one doesn’t have a proper definition of particles. To
alleviate the aforementioned issue, one might setup the problem at a time after the big bang and then ask what
happens in the far future. However, since different points on i+ are out of causal contact, different observers at
it cannot communicate with each other. This prevents us from even collecting data in the future. Note that this
is strikingly different from Minkowski space since there, all the points i°, .#* and it are in causal contact and
therefore, data can be collected. These issues concern us since de Sitter space is our universe.

10



3 Schwarzschild black holes

There is a classic set of black hole solutions in four dimensions.

e Schwarzschild solution: @@ = 0,J = 0, i.e., not charged or rotating black holes,

e Reissner-Nordstrom solution: Q # 0,J = 0, i.e., charged black holes (which are not astrophysically relevant),
e Kerr solution: @ =0,J > 0, i.e., rotating black holes (which are astrophysically relevant);

e Kerr-Newmann solution: Q # 0,J > 0, i.e., rotating and charged black holes.

The reason why charged black holes are irrelevant is because they would attract other charged particles and
become neutralised. We will not be discussing black holes in higher dimensions, where they take a more enriching
structure.

In this section, we start from the Schwarzschild metric which Schwarzschild wrote down in 1913,

2 dr?
ds? = — (1 - :“) df + Do + 7203, (3.1)
There are two interesting regions.
e r = 2m, where the metric becomes
d 2
ds? = 0dt? + % + 4m2d02. (3.2)

Although there seems to be a problem, here we have the Kretschmann scalar

48m?

K =R, ,-R"" = = finite, (3.3)
and we call this the horizon.
e r = 0, where the metric becomes
ds® = d%z + 0dr? + 0d923. (3.4)
Here we have )
K = Ry B0 = 0 = o0 (3.5)

We see that in this case the Einstein equations break down. We call this the singularity.

3.1 Near horizon limit

To tackle the region r = 2m, we take the near horizon limit. Introduce

e=r—2m. (3.6)
Then we have om .
- (3.7)
Hence,
ds? = _%dﬁ + Z?mng + (¢ + 2m)2dQ3. (3.8)

We see that near the horizon, the geometry is a product metric of a two-dimensional Lorentzian factor and an S?
with radius 2m. In fact, by a judicious choice of coordinates, we’ll soon see that it is actually a flat two-dimensional
metric. Let’s take

tu, (3.9)

E=—U

11



and N
u
et/2m _

u
where
t=2mlnut — 2mlnu".
Then,
du™ du~
dt = ZmL — QmL,
ut u-
de = —utdu™ —u dut.
Hence,

2m utu~

o dut du\® 2
ds? = LY g2 (“-“) — N (wtdu 4 umdut)? + Am2dQ2

= —8mdutdu~ + 4m?dQ3,

(3.10)

(3.11)

(3.12)

(3.13)

(3.14)

(3.15)

which is a flat metric in null coordinates. So the singularity in the metric is just an artefact of the choice of

coordinates. As we can see in the Figure 3.1, lines of constant ¢, i.e., lines of constant r, are where u™u

constant.

Figure 3.1: Near horizon geometry of the Schwarzschild solution

3.2 Causal structure

~is a

Now we move to a more complicated version of this calculation in order to understand the causal structure of
the Schwarzschild geometry. Introduce tortoise coordinates r* = r*(r) such that the metric can be put into the

form

r

2
ds* = — (1 - m) (dt* — dr*?) + r2dS

To achieve this, we need

which gives

12

2

2-

(3.16)

(3.17)

(3.18)



For large r, r* ~ r, and for r — 2m, r* ~ —oo. This is where the event horizon is located. We can fix this
problem by going to Kruskal coordinates, where we take

ur=t—r" vt =t+4r", (3.19)

followed by

—u™/4m
)

u=—4me v =dme” /M, (3.20)

Note that we will always write our null coordinates so that they increase towards the future. This way we arrive

at the Kruskal-Szekeres metric

2
ds® = _Tm e/ dudv + r2d02. (3.21)

Clearly, at the horizon r = 2m, everything looks regular. This way, we have extended the near horizon
construction to the entire spacetime. Now, the range of u and v is u,v € (—o0, 00), and we have

— _16m2e/2m (L - 1) 3.22
uv m’e 5 , (3.22)

which vanishes at 7 = 2m. The singularities corresponding to r = 0 happen at uv = 16m?2. As we can see from
Figure 3.2, the singularities are the hyperbolas, and we have two regions of r = oc.

U

Figure 3.2: Global structure of the Schwarzschild solution

The last thing we want to do is to draw the Penrose diagram. Take

u = tan, v =tan?, (3.23)

= e/ dudo, (3.24)

Mapping the Schwarzschild geometry onto the plane, we arrive at the Penrose diagram as portrayed in Figure 3.3.
Early works on the topic were done by Kruskal, Eddington and Finkelstein in the 50s and the 60s.

Notice that the top and the bottom of the diamond can be erased since they are beyond the singularities. Once
an object moves past r = 2M, it runs into the singularity, since its trajectory must be timelike. In fact, even light
rays that go beyond the horizon run into singularity. There, » becomes smaller and smaller. Right on the horizon,
there is a marginally trapped light ray that stays on r = 2m.

13



T=0

Figure 3.3: Penrose diagram of the Schwarzschild solution

Let’s now consider a timelike geodesic %(7) moving in the (r,t)-plane. It obeys
Gaptti? = —1.

Hence,

and we have
t+2rt ir =0,

1 2m
Fi‘t = —iar ln (1 — 7") .

t T

. 2
Int=1In <1 — m) + const.
T

where
Dividing by £, we get
Integrating, we have

Proceeding accordingly, we arrive at
dr r

dr 2m’
and the proper time for going from 7y to 7

1 /2
7'2—7'1:§ E(—TS/Q—TQI’/Q).

(3.25)

(3.26)

(3.27)

(3.28)

(3.29)

(3.30)

(3.31)

(3.32)

So we can reach a black hole in a finite amount of proper time. Further, if we cross the horizon, the time to get
to r = 0, i.e., the singularity, is finite as well. An observer on the timelike infinity never sees an object reaching the
black hole. Instead, signals are redshifted. This is where the notion of time becomes confusing! Notice that there

are two regions where r becomes infinite.

If we take a spacelike surface as shown in Figure 3.3, going from one end to the other, r decreases to 2m then
increases again. This surface has a wormhole geometry, as portrayed in Figure 3.4. This is what’s called the
Einstein-Rosen bridge. The regions are completely disconnected. The future horizon is where the last light ray
can escape to infinity, and it’s the surface behind which nothing can escape. This leads to the definition of a black

hole: a region in space from which light rays cannot escape out to null infinity.

Finally, note that when m < 0, the Penrose diagram is as in Figure 3.5.

14



T=00

Figure 3.4: Wormhole geometry of Schwarzschild spacetime

Figure 3.5: Penrose diagram for the m < 0 case of Schwarzschild solution

3.3 Vaidya metric

The Schwarzschild solution is an example of an eternal black hole. In our universe, black holes are formed by
gravitational collapse, and they do not eternally exist as far as we know. We now discuss such black holes. To
simplify our computation, we will assume spherically symmetric gravitational collapse. The most general form of
a spherically symmetric metric can be written as

ds® = gapda®da® + e 22d0?, (3.33)

where 2% = (7,t), gab = gap(7,t) is a two-dimensional metric in the (r,t)-plane, and ¢ = ¢(r,t). And S? with fixed
r and t have area 47 e~2?. The components of the four-dimensional Einstein tensor turn out to be

Gap = 2Va V36 — 2Vad Vi + 39ab(V0)* — 200106 — €*ga, (3.34)
1Gog = sin® 01Gyy = {(w)? — 0o — %R e 2%, (3.35)

Here let’s note that the Schwarzschild metric can be put into the form
ds? = — (1 - 2;71) dv? + 2drdv + r2dQ?, (3.36)

which is in the form of the ansatz we now make (leaving out the angular part),

ds3 = 2drdv — h(r,v)dv?. (3.37)

15



We want to describe a solution where we have matter collapsing in from infinity at the speed of light along null
curves. This coordinate system adapts to this description. We also make an ansatz regarding matter. We assume
that all components of T}, vanish except for

I G
o= e ™. (3.38)

With our form of metric, the only upper component of non-vanishing T# is T"", and hence we have

1
v, T = —0 gT*") = 0. 3.39
u NG (VgT™) (3.39)
Now, to solve the Einstein equations
G = 81Ty, (3.40)
let’s first take
r=e?. (3.41)
After some work, we find
1
201Gy = 58,2. (rh). (3.42)
For large r, we want everything to be flat, i.e., h = 1. So we can take
2
he1o 20 (3.43)
r

which correspond to what we had for the form of the Schwarzschild metric above. However, here we allow the mass
to depend on v. Substituting the above h into G, we also have that

2
va = ﬁavm (344)
Hence,
e(v) 1 1 2
Ty = yi gGw = g z0um, (3.45)
and we arrive at

Oym = e(v). (3.46)

Consider the simple case where
e(v) = 6(v — vo) . (3.47)

The corresponding solution is known as the Vaidya shockwave. Then,
m = 6(v — vg)p. (3.48)
e For v < vg, we have a flat space with metric

ds* = 2drdv — dv® 4 r2dQ2. (3.49)

e For v > vy, we have the Schwarzschild metric

ds?® = 2drdv — (1 - 2;”) dv? + r2d0>. (3.50)

Now, one of the biggest questions in modern physics that we want to address is “What’s inside a black hole?”
Or rather, “Is there an inside to a black hole?” What’s funny about the region inside the horizon r = 2M is that
no information can be communicated to the outside, and we cannot do any experiment to learn about it. In fact,
Einstein himself thought that it didn’t make much sense to talk about it. This is related to the Cosmic censorship
congecture that we will discuss later.

Nevertheless, we can in fact gain insight into the inside of a black hole by looking at the Vaidya geometry. So

what exactly is it? We glue the Minkowski Penrose diagram and the Schwarzschild Penrose diagram accordingly
to obtain the Vaidya shockwave geometry as in Figure 3.6.
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Figure 3.6: Penrose diagram of the Vaidya shockwave

In Figure 3.7, note that as the shockwave crosses P, it crosses the Schwarzschild radius. Once this happens,
any outgoing lightray emitted from its surface (green) cannot reach infinity and instead reaches the singularity at
r =0 (blue). Note the interesting structure of lines of constant 7. r = 0 transforms from a timelike to a spacelike
line at O. The Vaidya structure is a good picture to represent the causal structure of black holes found in nature.
Comparing to the Schwarzschild geometry, we have lost a lot of structure, in particular, the “second universe”
including the white hole and the mirrored spacetime on the other side of the horizon.

(0]

P

Figure 3.7: Penrose diagram of a Vaidya shockwave

Now, note that the Einstein equations are time-reversal invariant. This means that we can also have a solution
that involves a white hole. The Schwarzschild solution contains both black and white holes. However, white holes
don’t seem to be around, unless we consider the Big Bang as a white hole. Given that we don’t see white holes,
physicists have decided to throw out the time-reversal solutions, i.e., we choose an arrow of time.

Finally, the shockwave doesn’t have smooth initial data so we shouldn’t be surprised that we end up with the

construction of a black hole. In principle though, we can construct black holes with gravitational waves as well.
However, there is no spherically symmetric gravitational wave by Birkhoff’s theorem. Hence, we’ll have to consider
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more complicated solutions than the radially symmetric one considered above. We will not consider these solutions
here, since the relatively simple example of the Vaidya spacetime already captures most of the qualitative features
that we are interested in.

4 Reissner-Nordstrom black holes

Reissner-Nordstrom black holes are charged black holes and solutions to

Guu - 87TT;M/7 (41)
where ) 1
Ty = EgaﬁFuaF,,B - 1677Tg,“,Faﬁz«wf3. (4.2)

The most general static spherically symmetric solution to these equations has a form similar to the Schwarzschild
solution, namely,

2m  Q? dr?
2 _ _oane w 2 e 2 102
ds® = (1 7“+T2>dt +1_2;n+?22+rd£2, (4.3)
with the radial electric field 0
F,= o (4.4)

The equations of electromagnetism have a duality symmetry under which we can define a new field strength,
~ 1
F,, =cos0F,, + isumgF"‘ﬁ sin 6. (4.5)

This transformation rotates electric fields and magnetic fields, and the stress energy tensor is invariant under
this rotation. More over, if F is curl and divergence free, then so is F. So we can take our solution above that has
purely electric charge, do the duality transformation, and obtain a solution with magnetic charge with the same
geometry. Hence, here we only discuss a black hole with electric charge.

We can write
1
l-—+ 5 =50-—r)r-r) (4.6)
where we have set the inner and outer horizons
re =m+/m? — Q2 (4.7)

So we have three cases.

4.1 m? < @Q* a naked singularity

In this case we have two imaginary roots, giving a naked singularity at » = 0 and no solution to the Einstein
equations. Note that an electron has m? < Q2. Does this mean that we are throwing out the electron? The answer
is no since the Schwarzschild radius of the electron is far smaller than its Compton wavelength. So we cannot view
the electron as a point particle when we go to short distances. Quantum mechanics becomes far more important
than gravity there. So for classical objects, we throw out anything with m? < Q2.
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4.2 m? = Q% the extremal case

Here we have a degenerate solution, known as “extreme Reissner-Nordstrém”, where the word extreme refers
to the fact that this black hole is like a black body with zero temperature. This is the most interesting case here
and has no analogue to the Schwarzschild case. We now discuss this case, and start by writing

2

d 2

g = (1- @) a2 T 22 48

2
T 1 Q

Recall that in the Schwarzschild case, as we pass the event horizon, time and space interchange because the
coefficient in front of dt? changes sign. This is not the case here, since when r hits Q, the coefficient of dt?> becomes
zero but doesn’t flip sign. This leads to interesting phenomena that we will discuss in detail. As in the case with
Schwarzschild, let’s do a near horizon analysis of the extreme Reissner-Nordstrém case. Define a new coordinate

r—Q et
= = — 4.9
P - TEov (4.9)
where € is a parameter of the coordinate transformation. The metric becomes
2 2 2 -2
ep Q7dr ep 2 2 7092

ds® = — - edp)” + (ep + Q)*dQ;3. 4.10
2= (o25) (BF) +(525) o+ o+ @raos (4.10)

And taking € — 0 forces r to be near ). So zooming into the region r = @), the metric takes the form
= —Q*p%d7? + Q*p*dp® + Q*d3. (4.11)

Defining p = 1/y gives us
s2 = @M + Q2d02. (4.12)
> z* AdS, x5*

Figure 4.1: The AdSs x S? structure of the Robinson-Bertotti universe

This is the geometry of (AdS2)i—g X (S%)adius=g, as in Figure 4.1. Thus, the near horizon geometry is
AdS, x S%. This is called the Robinson-Bertotti universe. It is a geodesically complete solution of the Einstein-
Maxwell equations.

Recall our construction in the case of AdSs. With metric taking the form

dt? + do?
ds? = ———5—, (4.13)

sin“ o

the Penrose diagram in the (¢, o) coordinates are portrayed in Figure 4.2. Note that since the range of y is (0, c0),
p = 1/y also has range (0, 00). Hence, this patch of the near horizon geometry covers the region outside the horizon.
In the full two-dimensional anti-de Sitter space, the line y = oo has no special significance.

Let’s now get back to the full solution to patch together the Penrose diagram. When r > @, the region looks
like Minkowski space as shown in Figure 4.3.
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Figure 4.3: The r > @ region of Reissner-Nordstréom black holes

Note that the reason why we are drawing » = @ as a null line is that the coefficient of dt? vanishes. We cannot
just use this region since it is not geodesically complete. The shaded region is the same as the near horizon region
in Figure 4.3. As discussed previously, timelike and null directions do not take infinite time to reach the horizon,

whereas spacelike curves do. Thus, we are compelled to talk about the region inside. To do so, we define new
coordinates u, v such that

dr
dv=dt+ —" 4.14
(-2 .
which leads to
) 2
ds? = — <1 — r) dv® 4 2dvdr + r2dQ?. (4.15)

We see here that at r = @), the metric is not degenerate, i.e., we can go beyond r = Q). The r < @ case is shown
in Figure 4.4. Attaching the two regions doesn’t geodesically complete the spacetime: As shown in Figure 4.5, we
need to add an infinite number of such patches to get a geodesically complete spacetime.
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Figure 4.4: Penrose diagram of AdS,

7

(a) Penrose diagram (b) Near horizon geometry

Figure 4.5: m? = Q? Reissner-Nordstrém black holes

Amazingly, Carter found a single coordinate system that covers the entire geometry. Set

zT =tan"tv, 27 =cot ' u. (4.16)
Then,

2
ds® = — <1 - Q) sec? ztcosec’s ™ daTdx™ + r2dQ>2. (4.17)
r

The infinite size of the Penrose diagram implies that the » = @ hypersurface of an extremal Reissner-Nordstrom
black hole is a Cauchy horizon. This is a horizon that lies at the lightlike boundary of the domain of validity of a
Cauchy surface. The surface is an unstable horizon, in the sense that any tiny perturbation of the initial data on
the Cauchy surface grows without bound at this horizon. This is because our entire infinite-sized universe lies in

21



the past of the horizon while any data flowing in reaches it in finite time. So from the point of view of an external
observer, all the data that has existed throughout the infinite past of the universe reaches the horizon as the proper
time of the observer approaches infinity. Therefore, there is a tendency for data to diverge at this surface.

4.3 m? > @Q* a regular black hole with two horizons

Here we have two real roots, 7, > r_ > 0. First notice that when m? > Q?, Reissner-Nordstrom basically
looks like Schwarzschild black hole with a little bit of electromagnetic field coming out of it. Now, we have three
different kinds of region. Following the same procedure as in the extremal case, we can construct the Penrose
diagram separately in r > ry, r4 > r > r_ and r— > r > 0 regions and sew them together. The fact that the
regions are joined together smoothly can be shown by constructing coordinate systems that are well-defined across
each horizon. The Penrose diagram in each region is portrayed in Figure 4.6.

e
’ N »
&/r( f? °3\.
Q
"
-
(a) r>ry )y re>r>r_ (c)r—>r>0

Figure 4.6: Pieces of m? > Q? Reissner-Nordstrém black hole Penrose diagrams

Figure 4.7: Penrose diagram of a m? > Q? Reissner-Nordstrém black hole.
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Joining the regions together, we arrive at Figure 4.7. Each horizon is smooth. For instance, near r = r;, we

can setup coordinates
2 2

r re
re=r+—"—Ilry —r|— ———1Injr_ —7|. (4.18)
ry —Tr— ry —Tr—
Then, e2*™ is well-defined in the entire region of r > r_ and therefore indicates that r = r is smooth. Here,

ry —1r—

K= (4.19)

2
2r+

is the surface gravity of the black hole which we will discuss later. Other coordinates covering the other patches
can be similarly constructed.

Finally, note that charged black holes have an electrostatic potential defined by
® = —x"Aplr=r,, (4.20)

where x is the null vector that generates the event horizon and A, is a gauge field that vanishes at infinity. For
the Reissner-Nordstrom black hole, x = d;. Hence,

o— 2 (4.21)

T+

5 Kerr and Kerr-Newman black holes

5.1 Kerr metric

Now we discuss the most important metric for the purposes of cosmology, the Kerr metric. It was discovered
in 1963 by Roy Kerr and it was one the greatest discoveries of the 20th century. It’s a shame that no Nobel prize
was given out for this discovery. The Kerr metric is

A . 20 2
ds® = 2 (dt — asin® 9d¢)2 + 8122 [(r? +a®) dp — adtf + %drz + pPde?, (5.1)
or,
IM 2a2M daMr sin® 0 2
ds? = — (1- =0 ) a2 + |12 4 a? + 2L sin? 0 sin? 0dg? — —— 0 Zatdg + Lodr? + p2d6?,  (5.2)
p2 p2 p2 A
where
A=r?=2Mr+a®  p*=r"+a’cos’0. (5.3)

This geometry has two obvious symmetries: time translations generated by 0;, and rotations around ¢ generated
by 04. They have corresponding conserved quantities mass M and angular momentum J.

In addition to the Killing symmetries, the Kerr solution also has discrete symmetries. Schwarzschild and
Reissner-Nordstrom black holes have two discrete symmetries t — —t and ¢ — —¢. The Kerr solution on the other
hand doesn’t allow for the two independent symmetries. Rather, it is invariant under (¢,¢) — (—t,—¢). This is
consistent with the understanding that the Kerr solution represents a rotating black hole, so that time inversion
also inverts the angular velocity.

This geometry also has an inner and an outer horizon, given by ¢"" = 0, which implies A = 0. The horizons

are located at
ry =M+ M?— a2 (5.4)

Naked singularities do not arise if ¢ < M. This is known as the cosmic bound. Note that in the limit where
a — 0, this simplifies to the Schwarzschild black hole. In fact, this solution has angular momentum

J =aM, (5.5)
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so the parameter a is the angular momentum to mass ratio of the black hole. At the extremal value a = M, we
have r; = r_ and J = M?. ry are smooth horizons at which the spacetime is smooth. This can be checked by
constructing appropriate coordinates.

5.2 Singularity structure
To see the singular points of the spacetime, we compute the Kretschmann scalar
A8 M 276 0\? o\* 0\°
K = Rypn R0 = = ll —15 (GCOS ) +15 ("COS > = (acos ) . (5.6)
0 r r r

This blows up at p? = r2 +a?cos?6 = 0, i.e., at r = 0, § = 7/2. To see that we obtain the geometric picture
of a ring singularity, note that as M — 0, we have the metric

d 2
ds® = —dt* + dr® + (r* + a®) dQ3 — a®sin® 0 | dO® + ). (5.7)
r2 4+ a?
This is the metric of flat spacetime as can be checked by computing the Riemann tensor. However, (r, 8, ¢) are

not the standard spherical coordinates on this spacetime. Rather, the standard Cartesian coordinates are related
to these via

2! = /12 + a2 sin 0 cos ¢,
2% = /72 + a2 sin O sin &, o
3 = rcosé.

In terms of the Cartesian coordinates, the singularity at r = 0, § = /2 is located at

' =acos¢, x?=asing, x>=0. (5.9)

Hence, the singularity is a ring of radius a on the (z!,2?) plane. It is therefore known as a ring singularity.
The singularity can only be approached along § = 7/2. Therefore, in a geodesically complete spacetime, we must
extend r to —oo.

To study this spacetime, we note that there are three regions of importance with constant (¢, 8, ¢) and varying
r curves as follows.

e r < r < oo: spacelike curves;
o r_ < r < ry: timelike curves;
e —00 < r < r_: spacelike curves.

The geodesically extended Kerr spacetime has closed timelike curves located at negative r. These are problem-
atic and may violate causality. For instance, consider the curve r = ¢ < 0, 8 = 7/2 and t = constant. The metric
in this region is , ) - ,

ds® = - Adg? + “72“)@32 _2Ma” e (5.10)

€ € €
where ¢ is a compact coordinate. Therefore, at r < 0, we have closed timelike curves. However, in any black
hole formed via gravitational collapse, the r < 0 region doesn’t exist. In general, the formation of closed timelike
curves from smooth initial configurations is not allowed by Hawking’s chronology protection conjecture. The Penrose

diagram of the Kerr solution is portrayed in Figure 5.1.
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Figure 5.1: Penrose diagram of the Kerr solution

5.3 Ergosphere

The Kerr solution has a special region outside the horizon known as the ergosphere. This is a region in which a
particle can have negative energy and it’s what allows for extremely interesting phenomena in Kerr. To understand
this region, we consider curves of constant r,6, ¢ and varying t. With p? = 2 4 a2 cos? 0, the line element along
this curve are

2M
ds? = — <1 - ZT) dt2. (5.11)
p
These curves are timelike if o0/
r

-2 (5.12)

ie., if
r>ri, or<ry, (5.13)

where
M? — a2 cos? 6. (5.14)

Recall that r4 = M ++/M?2 — a2. Since r; < r, it is not accessible to an outside observer. However, r} > r
and it has the structure depicted in Figure 5.2.

The hypersurface of constant 7 = rJ is known as the ergosurface or the stationary limit surface. The region
ry <r <r} isknown as the ergosphere. Inside the ergosphere, curves of constant 7, 0, ¢ and varying t are spacelike.
Further, all geodesics inside the ergosphere must co-rotate with the black hole. To see this, consider a geodesic at
fixed r and 6. The line element along this geodesic is

sin? 0
2

ds® = —% (dt — asin® 0d¢)2 + [(7‘2 + az) d¢ — @dtf ‘ (5.15)
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—— Horizon

2 2 Ergosurface

Figure 5.2: rf /M and /M at a = 0.99M.

We set 6 = /2 for simplicity. Then, the geodesic is null when

dj_ a+ VA

= ) 5.16
dt  (r2 +a?) + aVA (5.16)
Note the following four cases.
e At r > rf, ie., outside the ergosphere, null geodesics satisfy
do 1
— =+ 5.17
dt r’ (5.17)

which is the expected result in Minkowski space, corresponding to lightlike trajectories orbiting the black
hole clockwise or counter-clockwise.

e At r =7 =2M, i.e., on the ergosurface, we have A = a? and null geodesics are located at

do do 2a

— =0 —_— = 5.18
dt or dt  (r$)? 4 2a2 ( )
So as one nears the ergosphere, one is dragged along with the rotation of the black hole. Here all timelike
geodesics co-rotate with the black hole. Only null rays can remain stationary on the ergosurface.

e At ry <r <rf, ie., inside the ergosphere, it becomes impossible to maintain a fixed angle ¢ with respect to
infinity. In other words, one is forced to co-rotate with the black hole. It is a law of physics in the ergosphere
that you must spin along with the black hole. This is known as frame-dragging.

o At r=ry,ie,at A=0,

do a

- = . 5.19

dt  ri+a? (5.19)
The lightcones coincide and we find no rotating timelike geodesics but a single null geodesic. Thus, timelike
geodesics cannot move at constant » = r and all null geodesics must orbit at a fixed speed, independent of
0. This speed is known as the angular velocity of the horizon, 2z, and we have

a J

-1
Q :7:—[M2 M4 — 2} . 2
H 21 2 + J (5.20)

Another interesting property of the ergosphere is that particles inside may have negative energy, which is due
to the fact that curves that are timelike (such as the r,0, ¢ constant and ¢ varying curves) outside the ergosphere
can be spacelike inside. Consider a timelike Killing vector at infinity, K, such that

VK, +V,K, =0. (5.21)
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Energy in general relativity is defined with respect to K as
E =—-K, 0", (5.22)

which is a conserved quantity. If K is globally timelike, then F is always positive, since the inner product of two
timelike vectors is always negative. However, inside the ergosphere, energy can be negative since 0; is a spacelike
vector.

Note that such a region exists even for the Schwarzschild and Reissner-Nordstrom black holes discussed earlier.
However, in those cases, the region where 0; is spacelike is inside the horizon r_ < r < r4 and is not accessible
to an observer at infinity. The interesting fact about Kerr black holes is that the ergosphere is located outside the
horizon. This fact can be used to extract energy from the black hole. We will describe this process in detail later.

5.4 Near horizon extremal Kerr

The cosmic bound is saturated by a = M. There, we have a black hole known as the extremal Kerr solution. The
near horizon geometry of extremal Kerr is extremely interesting and was first discussed by Bardeen and Horowitz.
To take the near horizon limit, we define coordinates

R At r—M A t
t= — r= =¢p— —. 5.23
T e (5:23)
In the limit A — 0, we reach the near horizon extremal Kerr region. It is described by the metric
di? . N2
ds® = 2MPT(0) | —#2di* + —5 + df® + A*(0) (d¢ + fdt) } : (5.24)
7
where 2 ;
1+ cos 2sin
re)=— -— AO) = ———. 5.25
0) = A0 = e (525)

The (¢, r) plane has the metric of AdSy. Unlike the simpler case of the Reissner-Nordstrom black hole, the near
horizon Kerr metric is not a simple product metric, but a fibration. The Kerr solution has a U(1) x U(1) symmetry,
and in the extremal limit, it has a ribbon region in which we can take a scaling limit where we have the extra
symmetries of SO(2, 1), which is the conformal group. We show in Figure 5.3 how the near horizon extremal Kerr
region fits in with the full Kerr geometry. In particular, we see how the near horizon geometry maps onto that of
AdSs.

5.5 Penrose process

The fact that energy of a particle can be negative inside the ergosphere can be used to extract energy from a
rotating black hole, and this is known as the Penrose process. This was first described by Penrose and Christodoulou.
Consider a process in which a rocket with Matthew Mcconaughey (MM) starts outside the ergosphere and travels
along a geodesic into the ergosphere with initial four-momentum p!’. The scenario is portrayed in Figure 5.4.

We have by the conservation of momentum,
Pl =+ phar (5.26)
The total energy of the spacetime, assuming there is nothing else, is conserved and is given by

Eior = Ei + Epn.- (5.27)
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Figure 5.4: Travelling through the ergosphere

Once inside the ergosphere, MM ejects himself along a geodesic. At the instant of ejection, energy of the
rocket+MM system is conserved and we have

where F; is the final energy of the rocket. If MM chooses his geodesic appropriately, as he does in the movie
Interstellar, then Ejy;ps < 0. In this case, we have Ey > FE; and the rocket has more energy than what it started
with. Further, since Ey > 0, the rocket can escape to infinity. Since Fjrps < 0, MM cannot exit the ergosphere,
unless he accelerates and increases his energy to a positive number. He must either stay in the ergosphere forever
or eventually fall into the black hole. If he falls into the black hole, the total change in the black hole energy is

AEpy = Epu. (5.29)

Of course, throughout this process, the total energy F;.; is conserved. In addition to energy, angular momentum

is also conserved in this process and we have
AJpg = Jym- (5.30)
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The fact that energy can be extracted from a rotating black hole raises further concerns. Naively, it seems that
this process allows the violation of the cosmic bound. If we start with a black hole that satisfies a < M, we can
extract energy to lower M so that eventually, a > M, thus obtaining a naked singularity. This is problematic for
the cosmic censorship conjecture. However, as we will now show, this is impossible.

Consider the null generator (i.e., satisfying x?|,—,, = 0) of the horizon,
X =0+ Qu0y. (5.31)

Its norm is
IXI* = g1t + 291600 + 927 (5.32)

When MM travels into the black hole, the condition that he travels forward in time is

XoPrar < 0. (5.33)

This implies
—Eym + Qudyun <0. (534)

Since Eprar < 0, this bound is only satisfied if MM has angular momentum, thereby changing the angular
momentum of the black hole and reducing the size of the ergosphere. Hence, we cannot get an infinite amount
of energy. In particular, it must be that the black hole ends up with zero angular momentum before losing all its
mass. This was first shown by Christodoulou. He introduced the irreducible mass of the black hole,

M2 = % [M2 /M J‘Z} . (5.35)

In terms of the mass and angular momentum of the black hole, the bound (5.34) is
AM —QpAJ > 0. (5.36)

And the change in the irreducible mass during the Penrose process is

. 1 2M3AM — JAJT
MM, = 5 |2MAM + = (5.37)
J AM
BN [QH - A } (5.38)
> 0. (5.39)

So we find that in the Penrose process, the irreducible mass always increases. In fact, this quantity turns out
to be proportional to the area of the event horizon of the black hole.

A= / V96096 d@d(ﬁ (540)
T=TH
=4n(r3 +a®) (5.41)
=167 M2,
Thus, what Christodoulou showed was that the area of the black hole always increases, i.e.,

AA > 0. (5.43)

In fact, Hawking proved that the area increases not just in energy extraction but in any process. We will review
this proof later in the course. When this was discovered, it was called the second law of black hole mechanics due
to its analogy to the second law of thermodynamics.

The change in the irreducible mass also provides us with a first law of black hole mechanics. In terms of area,

we write
M _ i A /M4 _ J2
© 8m2M (M2 + VM - J?)

AA+ QpAJ. (5.44)
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Figure 5.5: Particle suspended at black hole horizon

The coefficient of AA is proportional to the surface gravity of the black hole. It is the measure of the strength
of the gravitational force at the horizon of the black hole. To understand this better, consider a rope with fixed
proper length with one end at the horizon of the black hole and the other end fixed at infinity, as in Figure 5.5.
Suppose a mass p is hanging at the horizon. Let F, be the force exerted at infinity required to keep it fixed at
the horizon. Note that this is not possible in a Kerr black hole, since all objects must co-rotate with the black hole
near the horizon. We therefore imagine this situation for a static black hole.

We then define surface gravity
Foo
L
It is a measure of the gravitational pull just above the event horizon of the black hole. Let’s now compute it.
First, we note that a stationary black hole has a timelike vector £. We define V2 = —£2¢,,. The energy of a particle
moving with four-velocity u® as measured at infinity is

(5.45)

K

E = —pu®g,. (5.46)
If the particle is stationary, i.e., u® = %{O‘, then the energy of the particle as measured at infinity is
E=uV. (5.47)
The force exerted on the particle at infinity is Foo = [|[VE|| = p||VV||. The surface gravity is then
k=|VV|. (5.48)

An alternative expression for the surface gravity is
2 1 a¢f
K® = —iva&;v &r. (5.49)

The surface gravity for Schwarzschild black holes is

1
KSchwarzschild = m7 (550)

and for Reissner-Nordstrom,

1 M2 = Q?

KRN = (e — 1) = , 5.51
RN 2T-21-(+ ) 2M27Q2+2M /7M2*Q2 ( )
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In a Kerr black hole, we cannot keep a particle stationary at the horizon. In this case, the surface gravity does
not have the same interpretation as above. However, we can continue to define k as in (5.49) by replacing £ — x.
The surface gravity of the Kerr black hole is then

Ty — T vVME - J2

FKerr = 5 2 1) =9 o m) (5.52)

By (5.44), the first law for Kerr black holes then reads
AM = S%AA T QuAJ. (5.53)

For Reissner-Nordstrom black holes, the first law reads
AM = 8%AA 1L BAQ. (5.54)

5.6 Kerr-Newman metric

The final family of black holes is the Kerr-Newman family of black holes which are charged and rotating. The
metric is that of the Kerr solution, now with

A =7r%—2Mr+a®+ Q% (5.55)
and electromagnetic potential
Q :
A= . (dt — asin? 0dg) . (5.56)

The Kerr-Newman solutions also satisfy a first law, namely,
AM = SiAA + QAT + B5Q. (5.57)
T

All charged black holes allow for energy extraction using charged particles. The energy extraction satisfies the
area theorem, AA > 0.

5.7 No-hair theorem

So far, we have discussed Schwarzschild, Reissner-Nordstrom, Kerr and Kerr-Newman black holes. One might
ask whether more general stationary black hole solutions exist. In fact, this is not true due to the no-hair theorem,
which states that “A stationary black hole in Einstein-Maxwell gravity is characterised up to diffeomorphisms by
the mass M, the charge Q and the angular momentum J.”

The caveat “up to diffeomorphisms” is important. In general relativity, we identify two metrics only if they
are related by small diffeomorphisms, i.e., diffeomorphisms generated by a vector £ that vanish at infinity. In
general, there are additional diffeomorphisms that don’t vanish at infinity. In that case, related solutions are
generally physically different. For instance, a boosted Schwarzschild black hole is clearly different from a static
Schwarzschild solution.

The no-hair theorem raises several new issues. For instance, two different initial data with the same total M, @, J
give rise to the same black hole final state. This already makes us uncomfortable since it seems like information is
disappearing at infinity. This is known as the information parador and we will come back to it in the end of this
course.
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6 The laws of black hole thermodynamics

Putting together our discussions so far, we have the laws of black hole mechanics as follows.

e Zeroth law:
k = const. on H, (6.1)

where £ is the surface gravity and H is the black hole horizon.
e First law: .
8—514 =0M + 6Q — Q6J. (6.2)
7r
The first law has a general character because of the no-hair theorem, which says A = A(Q, M, J).

e Second law:
0A > 0. (6.3)

The second law is only derived in a special case. There’s a general theorem that deals with not just infinitesimal
perturbations of the black hole which we will prove later.

We now want to compare them with the laws of thermodynamics. The complete discussion will happen in the
next semester, where we study quantum black holes.

e Zeroth law:

T = const. in equilibrium. (6.4)
e First law:
T6S =0FE — PoV. (6.5)
e Second law:
0S5 > 0. (6.6)

These look pretty similar. We see the correspondence under the exchange of

1k

S ad, T (6.7)

a8r’
where « is any constant. This similarity was noticed in the early 70’s, but people thought it was a coincidence.
When working on black hole radiation, Hawking too believed that this was just a confusing analogy with no hidden
complication. But is that all?

In thermodynamics, we would consider systems in which we take a canonical ensemble and fix the energy and
volume. We don’t usually consider ensembles in which we fix the angular momentum, but we could. Then we would
have some number of states of the system, which we denote by Q(F, @, J). And the entropy can be expressed as

S=mQ(E,J,Q). (6.8)

Note again that we’re setting kg = 1. Factors of In i also appear in this formula, but these factors do not appear
in either the first or the second law of standard thermodynamics. Therefore, as far as Boltzmann was concerned
there is no need for a discussion of quantum mechanics. However, in the generalised laws, i appears as a power
in Sgy. Thus, to truly understand the statistical origin of the entropy of black holes, we need to understand the
quantum theory of black holes. Continuing our present discussion, we have

6Spr = OpInQOE + 9o InQ6Q + d;InQ6J (6.9)
= BOFE + BD6Q — Q0. (6.10)
And the analogy looks better. The derivation of the two sets of laws however, couldn’t have been more different.

For the black hole one, we derived the first and the second laws using techniques of gravity and differential geometry,
but the first and the second laws of thermodynamics are derived using statistical reasoning.
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The idea that this might be more than a mathematical analogy first came from Bekenstein and the cosmic
censorship conjecture, which we will soon discuss in detail. The conjecture has the idea that the inside of a black
hole doesn’t exist, since we can’t do any measurements of it. There is no point concerning us with what’s beyond
the event horizon (e.g., the naked singularity) of the black hole. With this mindset, it seems like we can have a
violation of the second law of thermodynamics. For example, if we take a cup of coffee, which contains a lot of
entropy, and throw it into the black hole, then the physical universe, i.e., the region outside of the black hole, has
decreased entropy. However, when we do so, the black hole gets a little bigger, i.e., the area of the event horizon
gets bigger.

Hence, Bekenstein thought that we should think of a black hole as having entropy proportional to its area. He
proposed the generalised second law that for any process,

5S + adA > 0. (6.11)

In order for this to be true, the universe must have some other characteristics such as a finite bound: the
so-called Bekenstein bound. In fact,

S
— << .
M*CM (6.12)

for some constant C}j; is necessarily the case since if we have a small object to which we add in an arbitrary
amount of entropy while keeping the mass fixed, then we can violate the generalised second law. This is because we
can decrease the entropy outside the black hole by an arbitrary amount while only increasing the area by a finite
amount.

There also needs to be a bound on the amount of entropy that can be fit inside a region whose area is the size
of a black hole, i.e.,
% < Cy (6.13)
for some constant C'4. To see this, imagine a gas of matter within a volume V | surface area A and entropy S.
Now, suppose the matter inside the volume coalesces into a black hole. Since the entropy can only increase in this
process, we must have S < Sgy. However, if Sgg o A, then S < C4A.

Notice that entropy accounts for the number of microstates. In ordinary statistical systems, it scales by the
volume of the system instead of the surface area. If we have a three-dimensional box of side length L containing
two-state systems, then the number of microstates is 2V ~ 257, Hence,

Sstat ~ LS. (614)

On the other hand,
Spg ~ L2 (6.15)

So it can be thought of as a system with degrees of freedom living on the boundary. The Bekenstein bounds
are the first forms of the holographic principle.

Now, we can think of the entropy of a system as the number of accessible microstates. But if we only know the
energy, we can also think of the entropy as a measure of our ignorance of the system. So it’s natural to associate
the concept of entropy with a black hole.

Further, if we have a thermodynamic system, and we have n species of the entropy, then the entropy is linear
in n. So an easy way to violate either of the above two bounds is to postulate more species of particles. If we
have both oxygen and carbon dioxide in a box and we only know the energy, then the entropy would be bigger
than the situation where we only have oxygen or carbon dioxide in it. Hence, keeping energy fixed, we can increase
the entropy simply by adding the number of species. This thought experiment tells us that there has to be some
fundamental bound on the number of different kinds of particles in nature.

Hawking managed to calculate . The key idea is that black holes aren’t completely black. Quantum mechanics
allows tunnelling, and light can get out. In fact, taking quantum effects into consideration, we have that black
holes radiate every kind of particle in nature with the Hawking temperature

_ hk

Ty = —.
H = or

(6.16)
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We will understand this formula in more detail when we introduce quantum mechanics. Comparing to the T

we had above, we see that
1

= E.
Substituting into the above equation for S and putting back the Newton constant G and the speed of light c,
we have, from the statistical origin of entropy,

@ (6.17)

A3
SBH = ——- 6.18
STENS (6.18)
So instead of two sets of separate laws, we define the total entropy
A
Stot‘ = Smatter + (619)

Z?
where we have set the constants back to one. For the real world, we have statistical systems as well as gravity. So
with the zeroth law remain unchanged, we write our generalised black hole laws as

o Generalised first law:
0Stot. = OE + ®0Q — Q4.J. (6.20)

e Generalised second law:
0Stot. = 0. (6.21)

We can violate classical mechanics by throwing a cup of coffee into the black hole, and we can violate quantum
mechanics since quantum black holes can evaporate. And by energy conservation, if a particle comes out, the black
hole must get smaller. But even if the area decreases, it emits black body radiation, which carries entropy to the
outside world. We can see that the total entropy increases in the process of black hole evaporation despite the fact
that the area of the black hole decreases. Hence, the generalised laws do hold even quantum mechanically.

When we set i = 0, we use differential geometry to prove the area theorem. When there’s no gravity, we make
use of statistical properties of systems. So we need to have a unified viewpoint on this. We don’t understand how
to count A/4 as microstates of black holes. In fact, there’s a belief that Einstein’s equation is thermodynamics. A
lot of the discussions will happen next semester.

7 Area theorem

Now we’re at the point to discuss and prove the black hole area theorem,
AA > 0. (7.1)
This is not true for any random type of processes. In proving this, we will need to

e describe the allowed matter content. In particular, we will allow for matter satisfying the null energy condition,
i.e., Tyyutub > 0 for all null geodesics with four-velocity u®;

e describe what one means by a singularity. For instance, a type of singularity not considered here is the
shell-crossing singularity;

e assume the cosmic censorship conjecture, which we now discuss.
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7.1 Cosmic censorship

The area theorem follows from the cosmic censorship conjecture. The essential statement of the conjecture is
that singularities are in some sense okay, because they always lie behind an event horizon, i.e., they can never affect
the physics in regions outside the event horizon. When the conjecture first came out, it was a fascinating shift in
perspective on how we should think of the laws of physics.

More formally, the conjecture states: “In classical general relativity, all singularities which form from smooth
initial data are behind event horizons and not visible from #+.” In other words, gravitational collapse always leads
to a predictable black hole. This statement includes the event horizon and in the most naive sense, it applies to
asymptotically flat spacetimes, although more general spacetimes have also been dealt with.

Now, one cannot just get rid of singularities, because they can be created from smooth initial data. Further,
whether good data creates singularities or not requires evolving the data to its complete future. Thus, without
obtaining information about the future, one cannot throw away such good data. This violates causality.

However, singularities shouldn’t bother us since general relativity is not a complete theory. It will be corrected
at small distances, and the corrections to the Einstein equations, which involve terms such as R? or RWQBR“”O‘B ,
can become important near singularities. For instance, string theory predicts a correction of the form

1
R+ 182R,0s R + O(6}) = 0, (7.2)

where /, is the string scale. The Ricci scalar scales like £=2 where £ is the radius of curvature of the spacetime.
So the additional terms in the formula above are suppressed by (¢ /E)Q. Thus, the Einstein field equations are
valid approximations of general relativity whenever ¢ > f¢;. However, at { ~ {;, the additional corrections are
important. In fact, it’s possible that these corrections completely remove the singularities. Further, adding on
quantum corrections to the field equations almost certainly introduces naked singularities. Hence, the motivation
behind cosmic censorship is rather unclear.

The current status of cosmic censorship is that it’s a major problem in mathematics. It’s an interesting and
non-trivial conjecture and a lot of theorems have been proved. However, one has never found a smooth initial data
that evolves into a naked singularity.

7.2 Proof for the spherically symmetric case

Now we’re ready to prove the area theorem. We first consider the spherically symmetric case, where many
properties of black holes can be qualitatively understood. We start by drawing the Penrose diagram corresponding
to gravitational collapse as in Figure 7.1, where the horizon H is the boundary of the causal past of .

We have in the (r,t)-plane, the spherical symmetric metric
ds* = gapdaz®da® + e=22d0>. (7.3)
In lightcone coordinates, with p = p(z™,27) and ¢ = ¢(x+,27), it becomes
ds® = —e*Pdztdr™ + e 2%d02. (7.4)

We want to study ¢(zT, 25 ), where 23 is a null line at the horizon. Note that the area of the horizon of S? at
(&%, zy)
A = dr 20" wy), (7.5)

As we have discussed earlier, for metrics of this form, the four-dimensional Einstein tensor can be written as

YGab = 2V Vi — 2V,0Vid + 39as(V$)? — 294060 — €*? gap. (7.6)
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Figure 7.1: Gravitational collapse

In lightcone coordinates, since g4 = 0, we have
‘G =2V V6 —2(Vig)?
=20,¢— 207,040 —2(019)*.

(7.7)
(7.8)

Note that we have Fj“r 4 = 204 p and the positivity condition T’y y > 0 corresponding to the physical reality that
matter is positive. (We will discuss various energy conditions in detail in the next subsection.) Hence, we have

from the Einstein equation,
Gy = 81Ty
= 2036 — 40: p01 & — 201 6)*.

(7.9)
(7.10)

Next, we write the equation with an affine parameter s = s(z™) on the horizon, which is of course a geodesic.

We have by the geodesic equation,

d’z* dzt\>
20 — | =0.
ds? * +p< ds )
Clearly,
do+
= d=cv0
satisfy the geodesic equation. We also have the term in the metric
dot
ePdatde = ezpdidsdx*
s

=dsdxr™
on the horizon H. So we're essentially setting the connection to zero. Hence,
2 — 2 —
Vie ™ =9%2e?
= *47TT195 eid)
<0.

Notice that it’s proportional to v/A. So since T,s > 0, we have that
VA<,
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(7.16)

(7.17)
(7.18)
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Suppose that dsv/A < 0 at some sy on H. Then for any s > s, the area must head towards zero linearly or
faster in a finite affine parameter time. The cosmic censorship says that there is no singularity outside or along the
horizon, so if the area starts to decrease, we are doomed to have a violation of cosmic censorship.

This is the proof of the area theorem in the spherically symmetric case. We will present a general proof of the
theorem, but before we do so, we must first introduce some machinery.

7.3 Energy conditions

An important input in the proof of the area theorem is the choice of energy condition, which is a condition
on the stress tensor 7}, of our theory. Basically, these are the rigorous coordinate invariant generalisations of the
simple statement that energy s positive.

For this purpose, we first start with the basic standard form of the stress tensor in Minkowski spacetime. In
the standard (¢, Z) coordinates of Minkowski spacetime, Tpo = p is the energy density as measured by an observer
that measures time ¢, i.e., the one whose four-velocity is u* = (1,0,0,0). Tp; is the energy flux travelling in the ith
direction and Tj; corresponds to the flux of the ith component of the momentum along the jth direction.

e Weak energy condition
The statement that the energy density of a system is always positive is
p > 0. (7.20)
Note however that this notion of energy positivity is not coordinate invariant. To generalise, we can write
p = Togu®u®. (7.21)

where u® is the four-velocity of the observer. An appropriate diffeomorphism invariant notion of energy positivity

is then
Topu®u® > 0. (7.22)

where u is any timelike four-vector. This condition is known as the weak energy condition (WEC).

Apart from the WEC, there also exist other energy conditions that one might wish to impose on the stress
tensor. Not all of them are as intuitive as the WEC. Therefore, to get a feel for these other energy conditions, we
move to a local frame in which the stress tensor is diagonalised. In this frame, it takes the form

THJ/ = dlag <P7P17P2>p3) ) (723)

where p; is the stress - sometimes called pressure - in the ith direction. Let’s now understand the full condition
that the WEC imposes on p,p;. A general timelike four-vector takes the form

u® =u’(1,a,b,c), uw’ #£0, a®+bv2 4+ <. (7.24)

Then the WEC reads
Taguauﬁ = (UO)Z [p —|—p1a2 + p2b2 +p382] > 0. (725)

Since this is true for any a, b satisfying the conditions above, we must have
p >0, p+pi >0, 1=1,2,3. (7.26)

e Null energy condition
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An energy condition that corresponds to the positivity of energy with respect to a null observer is
T.sk®kP >0, k2 =0. (7.27)

This is known as the null energy condition (NEC). To understand this, we note that any null vector k can be
written as

=k (1,a,b,¢), K°#0, a®>+b¥+c2=1. (7.28)
This implies
Tagkakﬁ = (kY)? [p + pra® + pob? +p3(32} > 0. (7.29)
Now, writing ¢ = 1 — a? — b?, we find
p+ps+ (p1 — ps)a® + (p2 — p3)b* > 0, (7.30)
which gives
p+ps>0. (7.31)

Similarly, we find p + p; > 0 for i = 1,2,3. Thus, the conditions here are
p+p; >0, i=1,2,3. (7.32)
e Strong energy condition

A third energy condition is the strong energy condition (SEC)

1
(T;w - 2g;wT) u®u” > 0. (733)

This is the most important energy condition for our purposes as it shows up in the proof of the area theorem.
The physical interpretation of this theorem is less transparent. As we will see, it will turn out to imply that gravity
is an attractive force. For now, we simply note here that in terms of p, p;, this condition reads

3
p+Y pi>0, p+pi>0, =123 (7.34)
i=1
In particular, this condition is not satisfied by dark energy, for which p = p; = p2 = p3 and p = —p. Thus, the
area theorem proven here does not hold in the presence of dark energy.

e Dominant energy condition

For the sake of completeness, we also note a final energy condition, the dominant energy condition (DEC) which
states that matter should only travel along timelike or null geodesics, i.e.,

T (7.35)
is future directed and either timelike (¢ > 0) or null (¢ = 0). This implies

p>0, p>Ipil. (7.36)

7.4 Hypersurfaces

A hypersurface ¥ is a codimension-one surface in the spacetime. It is specified by the equation
d(2H) =0. (7.37)

The hypersurface is classified as spacelike, timelike or null depending on whether J,® is timelike, spacelike or
null on the hypersurface respectively.
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Figure 7.2: Hypersurface

When the hypersurface is not null, we can define the unit normal vector

0n®
Ny = c et (7.38)
[92P 0, PD3 D]
where ¢ = —1 (+1) for spacelike (timelike) hypersurfaces, since n? = e. If the hypersurface is null, then we define
the normal vector as
ko = —0,®, k?=0, (7.39)

where the minus sign simply picks out the future-directed direction if ® increases towards the future. Null hyper-
surfaces have several weird properties. For instance, the normal to the hypersurface is also tangent to it. To see
this, we note that since ® is constant along the hypersurface, the vector d,® must be normal to it. However,

k*0,® = —k? =0, (7.40)

i.e., k is normal to the normal vector, implying that it is a tangent vector as well. Additionally, every null curve
on a null hypersurface is a geodesic. To prove this, let z#(7) be a curve such that ®(z(7)) = 0 for all 7, i.e., it lies
entirely on the null hypersurface. Then

0=0;P(z(1)) = u®0,P(x(7)) = —u“kq, (7.41)
where u® = dx®/dr. However, if the curve is null, then u? = 0, which then implies that u® oc k*. Thus, we have

finally proven that every null curve is tangent to k.. Finally, to prove that the curve is a geodesic, we must show
that £V k% o kP. We see that

1
kPN ko = KPV Vo ® = kPV, V3P = VPOV, V0 = §Vak2. (7.42)

But note that k2 is constant (in fact, zero) on the hypersurface. Thus, V,k? can only have non-zero components
in the normal direction, i.e., Vo4k? o ko, which is what we set out to prove.

39



7.5 Geodesic congruences

A congruence is any continuous collection of curves. Here, we study geodesic congruences, which are continuous
collections of null or timelike geodesics. We could also study congruences of spacelike geodesics but that is not
relevant for the present purpose. In fact, studying null geodesics is subtle primarily due to the subtleties of null
hypersurfaces described previously. Therefore, for simplicity, we study first timelike geodesics in some detail. We
will then briefly describe how those results generalise to null congruences. On a timelike geodesic, we can choose
an affine parameter so that

dzt
ut = %, ufu, = —1. (7.43)
Under the affine parameterization, we also have
u'V,u” = 0. (7.44)

For a congruence of geodesics, we consider families of geodesics x#(7, a*) where o’ are spacelike coordinates
that span the congruence. We can now define

_ Ozt u Ozt

o 7 h— . 7.45
YT M T da (7.45)
The deviation vector & measures the displacement to the nearest geodesic and satisfies
uu gl =0. (7.46)
Finally, we have
0%t 0%t
— = 7.47
Oatdr  97dat’ (7.47)
which implies
Opiutt = 7—65, (7.48)
ie.,
& o ut = uo, &l (7.49)
or, using covariant notations,
[§,u]" =& Vou! —u'V, € =0. (7.50)
Next we ask how the deviation vector evolves with 7. This is
u’V, e =V ut = B LEY, (7.51)
where we have defined
B*, =V, u". (7.52)
Let’s now study the properties of B,,,,. First, note that
1
u B, =u'V,yu, = §V,,(u“uu) =0, (7.53)
u” By, = u"V,u, =0. (7.54)

Thus, By, as a matrix has a single null eigenvector and is effectively three dimensional. To describe this, we
define a metric
hag = gap + uaug, (7.55)

which is transverse to u since u®hng = ug + u?ug = 0, and is effectively three dimensional, i.e., h%, = ¢*h,5 =
3. We can now use this transverse metric to decompose B,g, which is also transverse, into its symmetric and
antisymmetric parts as

1
Bap = 30has + 0(ap) + @lag), (7.56)
where 1
6= B“Vh,“,, Opw = B(HV) — g@hwj, Wy = B[MV]' (7.57)
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Figure 7.3: Expansion, twist, and shear

The physical interpretation of 8, w and o is that of expansion, twist and shear of the geodesic congruence as
depicted in Figure 7.3.

The interpretation of 6 is quite obvious. Setting 0 = w = 0, we find the evolution equation for the deviation
vector

hlas
;; = é%?, (7.58)
ie.,
&1 () = £3(0)e"™/3. (7.59)

This shows that 6 essentially captures the change in the size of the congruence. 6 > 0 indicates that congruences
diverge in the future and € < 0 indicates that they converge.

To determine how B changes with time, we compute
u*VoBu, =u*VoVyu, =u*V, Vau, + uo‘Rawguﬁ
=V, (u*Vau,) — V,u*Vau, + uO‘Rawguﬁ (7.60)
= —B“,Bua + Ravusu®u’.

Tracing over g"”, we find,

do 1

= —502 — aaﬁaaﬁ —&—wagw(w — Ra,@uauﬁ. (7.61)
This is the famous Raychaudhuri equation. Recall that ¢ and w are spatial tensors and hence o2, w? > 0. We

further note that Einstein’s equations imply

1
Rap =Tap — 59apT (7.62)
Hence, if the SEC holds, then
Rapu®u? > 0. (7.63)

Finally, let’s comment on geodesic congruences that satisfy w,s = 0. We say that a geodesic congruence is
hypersurface orthogonal if u® is orthogonal to a family of hypersurfaces everywhere. Note that while the set of
normal vectors of a family of hypersurfaces always forms a geodesic congruence, the reverse is not true. According
to a theorem due to Frobenius, hypersurface orthogonals satisfy w = 0 and vice versa.



7.6 Focussing theorem

The discussions above suggest the following theorem. If the SEC is satisfied and the geodesic congruence is
hypersurface orthogonal, i.e., wag = 0, then
de 1 1
E = 7592 - O'OLL;O'Q'B - Raguauﬁ § 7592 (764)
This implies
(7.65)

Now, suppose that initially the test particles are converging, i.e., 8y < 0. Then, eventually §~! — 0 and in turn,
6 — —oo in at most proper time 7 = 3|6, 1|. Thus, if at any time, we have a converging set of particles, then the
congruence reaches a singularity in a finite proper time.

Note that the singularity discussed here is a singularity in the congruence (known as a caustic), not in the
spacetime. A caustic is not a cause for concern. For instance, the null congruence defining the lightcone of a point
P has a caustic at P, but the spacetime at that point is perfectly regular.

So far, we have discussed timelike geodesic congruences. For the purposes of the area theorem, we need results
for null congruences. A discussion of this is more subtle so we will simply state the results with mild explanations.
In particular, a null congruence also has B,z but this is now effectively a two-dimensional matrix, i.e., it has two
null eigenvalues. This is because, essentially, boosting along 7 does not change the nature of the congruence. To
understand the quantities #, w and o in this context, we can imagine shining a light on a two-dimensional screen
and studying the pattern on the screen as time passes. This is shown in Figure 7.4.

O( chLE

cjl)”:g OO
O | s |3

Figure 7.4: Effects of expansion, twist, and shear on a screen

The whole setup is therefore effectively two-dimensional. The corresponding Raychaudhuri equation then takes
the form
B _Lgr 0o 4w — Roghok? (7.66)
Notice that the only difference is that coefficient of 2 changes from 1/3 to 1/2.

The focussing theorem in this context is the statement that if the NEC holds and w = 0, then
T

071 (r) > 05" + 7

Suppose that initially the test particles are converging, i.e., §p < 0. Then eventually, A™' — 0 and in turn,

6 — —oo in at most proper time A = 2|6, '], So again, if we have a converging set of particles, then the congruence

reaches a caustic in a finite proper time.

(7.67)
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7.7 Proof for the general case

First recall that the event horizon is a region of spacetime from which nothing can escape to infinity, i.e., .Z.
More precisely, it is the boundary of the past domain of dependence of future null infinity, i.e., dJ ().

Figure 7.5: J~(.#) and its boundary

Therefore, event horizons are null surfaces. But null hypersurfaces are generated by null geodesics. So since any
null hypersurface is generated by null geodesics, the event horizon is a geodesic congruence, which, in particular,
satisfies the Raychaudhuri equation.

Another important property of the event horizons, proven by Penrose, is that they cannot have future caustics.
The proof of this arises from some global analysis of spacetimes and is quite complex and in itself is not illuminating
enough to reproduce here.

Finally, we have everything we need to prove the area theorem in a general setting. The event horizon is a
hypersurface orthogonal geodesic congruence. Thus, if the NEC holds then we can use the focusing theorem, which
tells us that a caustic must form if 6y < 0. However, Penrose’s theorem implies that no future caustic can form
therefore showing that at all times we must have 8 > 0. Now, recall that 6 is precisely the rate of change of local
area. Thus, the area of the event horizon always increases. O

7.8 Singularity theorem

We want to discuss the singularity theorems in the simple context of a solution with spherical symmetry. Before
we get to this, we need to introduce some terminologies.

The black hole solutions we have discussed so far are global, in the sense that it is not possible to know whether
a black hole exists in our future without having a complete evolution of our spacetime into the future. For instance,
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at this very moment, there could be a Vaidya shockwave moving towards the origin to form a black hole and we
could, at this very moment, be inside the event horizon of this future black hole. This implies that while there are
several important statements one can make about event horizons, one cannot measure its existence from any local
experiment. We would like to set up a more local definition of a black hole for this purpose. This is where the
notion of the apparent horizon comes in.

To understand what this is, consider the Vaidya null shockwave solution shown in Figure 7.6.

Figure 7.6: Vaidya null shockwave solution

Consider the lines of constant r as shown in red. At any point on the diagram, we have two future null directions.
At a generic point P outside the global black hole, the area of the S?, which is proportional to e~2?, increases
along one null direction and decreases along the other, i.e.,

Dye722 >0, 0_e % <0. (7.68)
However, deep within the black hole, the area decreases along both the null directions, i.e.,
dre % <0, (7.69)

or,

0+ > 0. (7.70)

There must therefore be a region of spacetime where
dpe (a2 (=) — g, (7.71)

The surface described by the condition above is known as an apparent horizon or a future trapped surface. The
area inside the apparent horizon is known as the apparent black hole, which is a local notion of a black hole. The
spheres inside the apparent black hole are known as trapped spheres. Whenever a trapped surface exists, its causal
future necessarily contains a singularity, since all spheres shrink along all future timelike and null directions. This
is the statement of Penrose and Hawking’s singularity theorem. In other words, “A singularity lies in the future of
any trapped surface”. We prove this for the case where the spacetime is spherically symmetric.
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As before, we consider a metric of the form
ds? = —e2@ e ) qptdr + e_2¢(x+’m7)dQ%. (7.72)
The ++ component of the Einstein equation in this background takes the form
Vie ™? = —dme *T, . (7.73)
Consider this equation on the point (m}, x;) on a trapped surface. At this point, we have

9 +
— ¢ (zp,z5) > 0. 7.74
ax% ¢ ( T T) ( )
Let’s suppose that the trapped surface is defined by the equation z7(z"). On the trapped surface, we have an
affine parameter such that
d8($+) 2p(zt x5 (z )

Then, on the trapped surface, we have
D?e™? = —AnT,e™. (7.76)

Again, since Ty, > 0 due to the energy conditions, we must have 92¢~? < 0, implying that the area of the
apparent horizon goes to zero in finite affine time. Note that the apparent black hole is always inside the true black
hole. As we will see, the area of the apparent horizon also obeys an area theorem.

For the more general situation for a Vaidya spacetime, not necessarily a shockwave, the Penrose diagram is
portrayed in Figure 7.7.

Figure 7.7: General Vaidya spacetime

Note that the solid green line, which is not a timelike surface, is the apparent horizon. It lies completely inside
the event horizon. However, it turns out that quantum effects can and do move the apparent horizon outside the
event horizon (dashed blue line). It is from the region inside the apparent horizon but outside the event horizon
that Hawking radiation emerges.

We next prove that the area of the apparent horizon is non-decreasing for a Vaidya spacetime. Note that for
a general spacetime, the apparent horizon is a non-timelike surface. Therefore, simply defining the area of an
apparent horizon requires a foliation of spacetime. Thus, the statement about non-decreasing apparent horizon
areas is not an invariant statement. However, such a statement can indeed be made in spherically symmetric
spacetimes.
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Recall that the apparent horizon is the surface 2~ (z 1) satisfying

0
—¢(zT,27) =0. (7.77)
Ozt ==& (zt)
7 satisfies the differential equation
d V26
—i (z7) = —=—2—. 7.78

Now, we use the Einstein equation which on the apparent horizon reads
1G, =2V, V_ ¢p—e*g, =0, (7.79)
where we have used the fact that for Vaidya metrics, only T’y 1 # 0. Using this, we find

di~ Vie )
=- = —4nT, 1?72 <0. .
dot ViV_¢ Ti+e =0 (7.80)

This shows that the apparent horizon is everywhere non-timelike, or that £~ is non-increasing. Next, the area
A = 4me~20(="27 @), (7.81)

Thus, the change in the area is

0, A=—8re (T @)g g (xt 5 (ah) S > 0. O (7.82)

8 Quantum field theory in curved space

8.1 Dilaton black holes

Before we plunge into the big topic of quantum field theory in curved space, we first discuss the important
scenario where scalar fields are coupled to Einstein gravity. So far we have discussed Einstein gravity described by
the action

S = / d*z/—gR. (8.1)

More general gravity theories that are also of interest and arise often in string theory are those where a scalar
field is coupled to gravity in a non-trivial way. In particular, we consider theories of the form

5= [ aev=g|a@r- 3Br + covor|. (5.2)

We call this the Finstein frame. By redefining the fields ¢ and g, we can set A(¢) = C(¢) = 1. However, B(¢)
describes a non-trivial coupling between the scalar field ¢ and the gauge field A,,. A more interesting case though
is the one in which A(¢) = B(¢) = +C(¢) = 2%, with the action

S = /d4x\/jge_2¢ [R +4(Vp)? — ;FQ] . (8.3)

This action is known as dilaton gravity and it arises as a low energy effective theory of string theory.
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Now, suppose that F' = 0. Then the no-hair theorem implies that ¢ = ¢y, which is a constant. This leads to
the Kerr solution. Another interesting possibility comes from conditions of the form F? = [¢ and leads to dilaton
black holes. For example, the action has a magnetically charged black hole solution if we take

ds® = —4Q? tanh? odr? + (2M + Ay sinh®0)” (4do? + dQ?) ,
S 12
26—00) _ 2M + Aysinh” o (8.4)

Ajcosh’c
F =Qsin0do A do,

where
QZ
Ay =2M — —. 8.5
, o (85)
The first thing we want to do is to check if the metric is asymptotically flat. The asymptotic region is when
o — 00. There,
1
ds* = —4Q*dr* + iAi e? (4do? + dQ?). (8.6)
Next define t = —2Q7, r = €2°. Then
A2
ds®> = —dt* + f(éldr? +d0?). (8.7)

So o — oo is indeed an asymptotically flat region. The horizon of this region, as usual, has a timelike Killing
vector, 0,. The horizon is where it is null, i.e., at g,» = —4Q? tanh® odr2 = 0, or, o = 0. It is an event horizon.

Next we consider a different region where Ay sinh? ¢ < 2M. In this case, we have

ds* = —4Q* tanh® odr? + AM? (4do? + dQ?) . (8.8)
This is equivalent to taking Ay — 0, which gives us 4M? = Q2. Hence,
ds®> = —4Q* tanh® odr? 4+ 4Q%*do? + Q%dQ?, (8.9)

where the first term is nothing but a two-dimensional black hole and the second term is an S2. Although we let
Aq — 0, we keep e 2% A, fixed. We define e=2¢# = ﬁ e 220 A, and take e 2% = e=2%# cosh? . For Ay # 0, we
have a two-dimensional black hole x S2.

We might worry that interesting phenomena like Hawking radiation and the information paradox will not be
present in this simplified spherically symmetric case of black hole where only time and radial components are
present. In fact they're still there. Moreover, in this kind of model, we could systematically glue in the corrections
in the original four-dimensional problem. Now, this can all be described by the two-dimensional effective action

S = /d% e ?? (R+4V¢? +42%), (8.10)

1

where we set A2 = 0

This is known as the two-dimensional dilaton gravity action.

In our analysis above, we have neglected the non-spherically symmetric perturbations. We can also do a
reduction of the original Einstein gravity, without the scalar field or the Maxwell field. If we do that, we get

SReduced—Einstein = /d20v -9 [e_2¢(R + 4(v¢)2) + 2] ' (811)

There are two reasons for us to prefer the former action. First, the latter action gives us the Schwarzschild
black hole instead. It does stand on its own but doesn’t arise as a limit of something in higher dimension. Second,
out of sheer luck, in the former case we can solve the equations of motion exactly when matter is coupled to it.

The metric of a two-dimensional black hole is
1 4
ds* = -3z tanh? odr? + Fda% (8.12)
and the resulting Penrose diagram for it is simply the standard Penrose diagram for the Schwarzschild geometry
with each point being a point only instead of an S2.
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8.2 Curved background

We now embark on the study of quantum aspects of general relativity. As a first step, prior to quantising gravity
itself, we consider the construction of quantum field theories on curved backgrounds. This is a big subject that we
curtail due to time constraint. We will try to keep all the interesting conceptual issues using the (1 4 1)-dimension
case and of course, discuss black holes.

We start with a free massless scalar f in a (1 + 1)-dimensional curved space. This is described by the action

S = —% / d?x/—gg™0, fOb f. (8.13)

f is the dynamical field that we will quantise, and g, is an arbitrary but fixed background metric. We introduce
null coordinates

T =t+ax (8.14)
With g1+ = g__ =0, we have
ds* = —e*Pdxtdr, (8.15)
where p = p(zT,27). So we have g, = —% e??. The action simplifies and we arrive at, with d?z = dxtdx—,
1 _ _

S=-p [ @ loeg" 0.50-f + 919 0 f0.1] (8.16)

1
= ——/d2x8+fa_f. (8.17)

27

It’s interesting that p, which appears in the metric, doesn’t actually appear in the action. Does this mean it’s
extremely simple to quantise the theory? The answer is in fact no. As we shall see later, due to an anomaly, the
quantum theory does depend on the background.

Note that the form of metric we have doesn’t fix all coordinate freedoms. We can take 2t — ZT(z1) and
2~ — &~ (x7). This is a residual symmetry generated by the so-called Virasoro algebra. We can check directly that
our action is invariant under this transformation. This residual symmetry will give us a huge amount of control
over the quantum theory.

8.3 Quantisation

Now, let’s carry out quantisation. With the standard ¢t = £(#" 4+ z~) and = § (" — z7), we have
. Ozt Ox~
f=0f= (at@ + &3> f=0.f+0-F, (8.18)
Ozt Ox~
"=0,f = | =— ——0_ = —0_f. 1
[r=0.f (ax3++8$3>f Orf —0-f (8.19)
Hence the above action .
_ 2 (2 12
5= 87T/dac(f f). (8.20)
We have the canonical commutation relations
[f(x, £, f(x, t)} = —orid(x — ). (8.21)
And the equation of motion is simply
0+0_f =0, (8.22)
which has the general solution
f@®a7) = fo(ah) + f-(27). (8.23)
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These can be seen as massless waves which are moving to the left or to the right at the speed of light. We now
have the commutation relations for massless scalar fields as

04 f1 (), f1(@*)] = —imd(a* —a*), (8.24)
[0-f-(27), f-(a7")] = —imd(z™ —a™"). (8.25)
We have a bit more information here compared to the previous commutator since these aren’t equal time

commutation relations. Note that we basically have two copies of the same problem, so let’s just focus on the f_
one. We call them the right movers and now discuss their mode expansion. Define modes

uy(x7) = e T 8.26
(@)= oo (3.26)
so that we can expand in modes
f-= / dw [awue, (v7) + alul (z7)] . (8.27)
0
And we postulate that
[aw,al] = 6(w —w'). (8.28)
Now, for any massless complex scalar field theory, we can find a current
<>
I, = 10102 — (0,01)92) = ~id10 .05, (8.29)
which is conserved, i.e.,
VEIZ =0. (8.30)
So if we consider spacelike surfaces ¥ and take the normals to the surface, we can construct the quantity
12
/dZ“JM , (8.31)
which is independent of the surfaces. And it can be used to define the norm
(61, 02) = / dsrJ)?. (8.32)
To derive the norm of our interest, let ¥ be defined as the surface # = constant. Then, n, = —d,2% = —4,;
implies that n* = e~2°§". Then,
d¥F = dz™/—gn* = dz~ " (8.33)
Plugging this into the norm previously defined, we get
o0 >
(¢1, d2) = fi/ dx™¢10 _ 5. (8.34)
This norm is linear in its first argument and anti-linear in its second argument. It satisfies
(¢17¢2) = (¢27¢1)* = 7(¢;7¢>{) (835)
So the norm for u,,
A d
(U, U ) = i/dx_uza_uw/ =27 (w — w'). (8.36)
Similarly,
(ul,,uly) = —2m0(w — '), (U, ul) =0 (8.37)

The wu,,’s are orthogonal and above we simply have the orthogonality condition. They also form a complete set
so for the completeness condition, write

Alz—) = % / oo [(A, ) (™) — (A, ul s (2)] (8.38)
giving
(A,B) :/O dw [(A, uy,) (uy, B) — (A, ug,) (uy,, B)] . (8.39)

Likewise for fT.
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8.4 Defining the vacuum

Next, let’s define vacuum state |0) such that a, |0) = 0 for all w > 0. We want to see if we have an invariance

under the transformation to new coordinates
T =T (7). (8.40)

We can define associated modes

1 L

Uy = Uy(T7) = —— e 7 | 8.41
)= 7 (s.41)

We then expand in these modes
fo= / dw [t + alal] . (8.42)

0
And we find
(e, af,) = 6(w — W) (8.43)
given that R

[0 f(3), f&")] = —mid(@ — ). (8.44)

We are now motivated to define a new state |0> such that a, ’(~)> = 0. However, as we will see, we do not have
|(~)> =|0). The commutation relations work out fine, but in order to define a vacuum, we need to split the modes
into those with positive frequencies and those with negative frequencies, where negative frequency modes annihilate
the vacuum. And we need to find a way to write a,, in terms of a,,. Let’s write

1 oo
Gy = — dw" [(Ty, Uy Yo — (T, Ul )]

2 0
= / dw' [Oéww/uw/(mi) + ﬂww'u:ﬂ (xi)] ’
0

where we have defined

1 1 1

e,
o = — ~w7 o) = —— dr~ —— g~ W& (z )87 w'x , 8.45
« 271_(u Uy ) o x 5 ww’e e (8.45)
1 7 1 B e -
oot = —— (g, uS)) = — [ do™ ——=e T @) _emWe 8.46
B = =g (i) = o [l e : (8.46)
Using this, we can write
Uy (27) = / dw' [t e (27) + Buowuly (z7)] . (8.47)
0
Before proceeding further, let us pause and derive some properties of the Bogoliubov coefficients.
o Alternative forms: Using (8.35), we can write
1, 1 S
Qo = 5 (T s U ) = o (U, Uy)” = o (uy, ), (5.48)
1 1 X - '
wa’ = _% (ﬂw7uiﬂ) = _E (U‘Z;’vﬂw) = % (uw/aui;) .
e Completeness: Using the completeness relations (8.39), we find
/ dw/ [aww’az)//w/ - B"JW'/B:)”UJI} = (5((&] - w//>7
o (8.49)

/ dw// [aww”ﬁw’w” - wa'/awrwu] =0.
0
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e Inversion: Since w are complete modes, we can also expand

_ o[> N _ e\ o~
u,(x”) = Py dw" [(tes, Tor) Toor (27) = (U, Uy ) Ul (7))
0 (8.50)
= / dw'’ [ozz,wﬂwf (27) = Burwts, (x_)] )
0
Now, inserting the expansion of @ in the above expression, we find
Uy (z7) = / dw"” {/ dw' (), o — BurwBly ) U (27)
0 0 - (8.51)
+/ dw' (s, Burwr — Burw ey ) Uy (x7)
0
This implies the properties
/ Ao (s — BoraBrun) = 8(w — o),
0 (8.52)

oo
/ dwl (a:’wﬁw’w” - Bw’wa:/wu) =0.
0

We now have all the properties we need. Before we proceed further, we introduce a notation that simplifies the
formulae of this section. We treat w as in infinite matrix index. a and u are treated as a column vectors and the
Bogoliubov coefficients «, 5 are matrices. Usual rules for matrix multiplication apply, e.g.,

oo
(uToz)wE/ dw' g, oy,
0

o o (8.53)
a'aa = / dw/ dw' al v Gy
0 0
The identity matrix in this notation is
1=140 =0(w—uw). (8.54)
Using this notation, o and 3 satisfy the properties
aal — BT = ala— 7B =1,
- - - (8.55)
af Bal =afg—pTa* =0
The modes are expanded as
i=ou+pu*, u=a'a-pTar (8.56)
Further, the mode expansion of f_ is
fo=aTa+a'a* = ula+ula”. (8.57)
Now, using (8.56), we find
u” (@Ta+ pla) +ul (BTa+alar). (8.58)
Hence,
a=ala+pla. (8.59)

If 8 # 0, then there is a mixing between a and a* which immediately implies that |0) and ’(~)> are not the same
vacuum states. To derive a precise relationship between the two, we look for a state such that

al0) = (a"a+ Bfa*) |0) = 0. (8.60)

Thus, in the tilde’d Fock space, |0) is some sort of squeezed state. To determine it in terms of ‘(~)>, we make the
ansatz

0) = Net' 42"

0). (8.61)
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for some normalisation factor N and some matrix A satisfying A7 = A. So to fix A, we require
(aTd + gla*) e 44" |0) = 0. (8.62)
To simplify this, we will need the identity
AeP =eP(A+[A,B) if [[A B],B]=0. (8.63)
Using this identity, we find
aTae® 48" = ¢1'43" (ag 4 [aTa,al Aa*]) = e 497 (aTa + 22T Ad*) . (8.64)
This implies

(aTa + BTa*) 4% |0) = 345" (aTa + 207 Aa” + B1a*) |0)

. 1 _ 8.65
= 2€aTAa O[T (A + 20[_T6T) d* 0> . ( )
So we must have L L
A=—-a T8t = —Z8*a L. .
5% B 25 @ (8.66)
Thus, we find
~to*x —1~% |~
0) = Ne z8'87a7"a" ) (8.67)

where NV is a normalisation factor worked out to be

N=1|1- ﬁ i _1/4. 8.68
( (a)> (5.69)

This kind of calculations, while being more complicated, can be done in (3+1)-dimension. Now, will the “real”
vacuum stand out? This is perhaps a strange question to ask since in a quantum field theory class, we start off
having the vacuum to work with.

Let’s use the coordinates ™ = ¢ + = and take the 2% (a) vacuum. Observers with worldlines at 2+ = coz~
detect no particle, where ¢y is just some constant. We also take the 7% (a) vacuum. Then observers with worldlines
at 2T = coZ~ also detect no particle. By “detecting no particle”, we mean that the observers think that they're in
a vacuum. To decide which one the real vacuum is, we have to know the metric. Suppose we have

ds* = —datde™ # —ditdi~. (8.69)

Then z+ = coz™ is an inertial trajectory while &+ = coZ~ is not. So if we specify such a flat metric, we do
have a preferred vacuum. However, not all two-dimensional metric are flat. We can take for example

ds® = — 2@ ) gyt dp— (8.70)
Then as we have seen, the Ricci tensor
Ri_x0ypd_p#0. (8.71)

So in general, there isn’t a preferred set of coordinates and there is no preferred vacuum. In other words, a
particle is not a coordinate invariant concept. One can associate coordinates with families of observers, and different
observers will disagree as to whether there are particles. We see that a particle is associated with the mode of a
field, created by positive frequency modes and annihilated by negative frequency modes. And the modes are in
turn associated with the coordinate system we use.
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8.5 Unruh detector

The notion that a particle is not a coordinate invariant concept was understood in the late sixties and caused
a fair bit of consternation. But then came William George Unruh, whose work allowed us to now discuss more
carefully what it means for a particle to be detected.

Take what’s called the monopole detector, a field m(7), which is excited whenever a particle is observed at a
point 7 on some worldline with affine parameter 7. We can for instance take m(7) to be a scalar field with an
action of the form

§— % / dr [(0,m(r))® +m*(7)] (8.72)

We postulate that the detector which moves along the worldline couples to the quantum field in (1 + 1)-
dimension, and we introduce a coupling constant g which is taken to be small. Then we can write down an
interaction Lagrangian which couples the Hilbert space of the detector to that of the free quantum fields.

St = g / dr ()0, f(a+ (r), 2= (7). (8.73)

The full Hilbert space of the system is a tensor product of the Hilbert space of the detector and that of the scalar
field. Now, suppose that the detector lies in an initial state |M;) ® |fin) and after an interaction is |My) ® | fout)-
By the first Born approximation, we have the relation

|M ) | four) = (14 iSme) [M;) | fin) + O(g?). (8.74)

Hence, since we know the interactions explicitly, we have

M) fous) = <1 +ig /

— 00

oo

dr m(T)é‘Tf) |M;) [ fin) - (8.75)
Moreover, we assume that the detector starts in its ground state, i.e.,
/dT m(r) ™™ |M;) =0, w>0. (8.76)

We now deal with the simplest case in flat space. For some constant cg, set 2+ = c3z~. Then
ds* = —detde™ = —cida™2. (8.77)

Hence we have the proper time 7 = coz~. Let’s also take |fi,) be the standard Minkowski vacuum |Opink)
defined with respect to ™,z so that it is annihilated by all negative frequency modes of the field f. Then, using
our usual mode expansions for f and neglecting the T modes, we have

M9 o) = 100 [ drnte) [\ (awemsrre = al o) ] 08 879

The first term annihilates |Onink) S0 it can be ignored. But the second term also vanishes because they are
positive frequency modes of m(7), which, by (8.77), annihilates the incoming state. So nothing happens and the
incoming and outgoing states are the same. Of course, if we aren’t moving on some inertial trajectory and 7 was
some complicated function of 7, then in general we’ll get something non-trivial.

We now look at the example where we have a uniformly accelerated (i.e., non-inertial) trajectory

1
- 2 2
T =t —x =3 (8.79)
We have an accelerated trajectory since, with tangent vector u® = dx®/dr, its acceleration vector a® = u°V u®,
which has norm a. Then, the proper time from the distance of closest approach, f%, to an arbitrary point 7(z7) is

1 1
ax_/dmfl = In(—ax™). (8.80)

T(xf):/dT:/ - \/dx*da:*’:/
rp—/=—1 _1
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Hence we have

1 1
rT=—e %, at=—e". (8.81)
a a
Notice that they are periodic under
2min
T—T+ , a€l. (8.82)
a

Now, suppose that the detector has eigenstates |E;). We can compute the transition probability to go from |E;)
to |E;). The outgoing state

o) = (10 [ drmo,£ ) 10w) (3.53)

So there’s some Hamiltonian H such that H |E;) = E; |E;), and we can write
m(r) = efTm(0)e 7, (8.84)

Take the out state to be |a) and some other detector state to be |E;). Then,
(ol (Ej| tout) = /dT BB (B;] gm(0) | E;) (@] 0r f (7)) |On) - (8.85)
We define the matrix element m;; = (E;| gm(0) |E;). We want to find the transition probability of starting the
scalar field in the vacuum state with the detector in the state |E;) and going to the state |E;). Note that we don’t

care about the final states of the scalar field. So we square the amplitude and sum over all final states of the scalar
field to find that the transition probability

Pg, g, = Z/deT’ ei(Ej*Ei)(T*T')mijmfj (Osn| Opr f(2(T") |@) (| D7 f(2(7)) [Oi) - (8.86)

We can use the fact that we’re not measuring anything in the final state of the scalar field to take )  |a) (o] = 1.
Then, integrating over 7/ and dividing it out, we have that the transition probability per unit time

Tpm, = mijl? / dr P50 (04, 0: £ (2(0))0,f (2(7)) [05n) (8.87)
After a bit of work, we see that

C(E; — Ei)|mij|?
Ip,E, = 2 (B Fja ] (8.88)

where C'is an even function of (E; — Ej).

Now, if we wait for a very long time, what would be the asymptotic distributions of states of the detector? Not
every detector will eventually equilibrate. The density matrix

p= ZP;‘ |E;) (B, ij =1 (8-89)

Then we have

But if we reach equilibrium, then
pil'e,~E;, = Pe,~E, = pilE,~E;- (8.91)
So we can calculate the ratio
. _ 2n(E;—E;)/a
pi_Toom 1= @B B py 892

p] - FEi—>Ej - eQW(E,;*E]‘)/a _ 1

Hence we have, at temperature T' = a/2m,

67271'Ei/a

bi = Z 6727rE_7-/a : (893)
J
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So we see that the detector starts off in the ground state, moves along this accelerated trajectory, becomes
equilibrated with the surrounding scalar field, and ends up in a state at T = a/2m, the Rindler temperature.
Note that this is independent of the details of the detector. However, the rate of equilibration does depend on
these details. On the other hand, an inertial observer observes that the detector simply moves along an accelerated
trajectory and radiates out particles. He will nevertheless come to the same conclusion that the thermal temperature
at the end is T'= a/27. So at the end of the day, the coordinate invariant statement is that we have a thermally
populated detector.

Note the similarity between the Rindler temperature and the Hawking temperature T' = x/27. In fact, these
two formulae have the same origin: The former corresponds to the case of an accelerated detector near the Rindler
horizon and the latter, a black hole event horizon.

Further, recall that the equivalence principle relates observers in uniformly accelerated fields with those in con-
stant gravitational fields. The principle is manifested here as the temperature measured by a uniformly accelerated
detector in Minkowski space is the same as that measured by a stationary detector in a uniform gravitational field.

8.6 Another point of view

Next we introduce Rindler coordinates

t=1

yt =In(zt), ¢y =—In(—2"). (8.94)

The signs are such that they both increase towards the future. This corresponds to the Rindler wedge as shown
in Figure 8.1.

Figure 8.1: Rindler wedge
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They are the natural coordinates for studying accelerated coordinates since

rtrT = 3 (8.95)
gives y* — y~ = —2Ina, and we can take
y" =lna+ar, y"=—-Ilna+ar (8.96)
as our trajectory.
Moreover, the Rindler time
{Rindler = %(er +y-) =at. (8.97)
We next introduce Rindler modes 1
Uy = e . (8.98)

V2w

We'd like to see what happens when we use a new coordinate system. We want to decompose Minkowski modes
zT,2~ in terms of Rindler modes but the Rindler coordinates cover only half of the Minkowski space. We can
introduce another set of modes through the left Rindler wedge, which, when taken along with the right Rindler
wedge, gives us a complete set of modes. We have the Minkowski annihilation operator

a=aoTa+ plar, (8.99)
where, more precisely,
oTa=atap +akag. (8.100)
Then the Minkowski vacuum is such that
aw [Omink) = 0. (8.101)
Similarly, we define the Rindler vacuum |0gr) = |0gg) |Orz) such that
ar|0rr) =0, ar, |Orz) = 0. (8.102)
Recall that e s
|0Mink> = e 20'faa |0RR> ‘ORL>- (8.103)
This works out to be
|0Mink NHexp |: et aR]aLJ} |0RR> |0RL> (8104)

which is a sum of product states. Suppose that we’re only interested in experiments which are out of causal contact
with the left Rindler wedge. Then we don’t need any information about anything that’s going on in the left Hilbert
space. So we can find the thermal density matrix by taking the trace over the unobservable left Hilbert space as
follows.

p = Trr, [Onink) (Onink| = N? HTYL exp { Bt a;{jaTLj |0rr) [0LL) (OrL| (OrR|exp [efwj a;{jaTLj . (8.105)
J

This is an important calculation so we’ll show the steps. For one mode,

Try, exp [e_”“’jaTRjaTLj] 0rR) 0LL) (OrL| (OrR|exp [e_”‘*’jaTRjaTLj]

’

o n 11 o n
:’I‘rLZa[e “’JaLjaTLj} 0rR) [0LL) <0LL\<0RR|m[e wjaj%j“TLJ}

n,n’

’

—Tw 1 —Tw "
fz mL|Z |: aRaTL] |0RR> |OLL> <OLL‘<ORR|H |:6 a;au |mL>
(8.106)
_ Z 7m7rw )m ‘ORR> <ORR‘ oMW (aR)m
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where H is the Hamiltonian and Tr = 1/27. So the conclusion is that we have a product of these modes and the
density matrix is a thermal state at T = 1/27. This agrees with our Unruh detector result of T' = a/27 since
T =tg/a, ie., w=awg, giving T = aTg = a/2.

8.7 A note on curved spacetimes

We start with the generally covariant action

S = / d?2/—gg®*V oV f = / dzd, fo_f, (8.107)
where the last equality holds in the coordinates
ds* = —e*’drTdx™. (8.108)

The action and the canonical commutation relations do not depend on p. However, as we will see, while the
classical theory is p-independent, it appears in the quantum theory through an anomaly. To understand this, let

us consider a situation where R # 0 inside a certain compact region of the spacetime and zero outside, as in Figure
8.2.

Figure 8.2: Flat and curved spacetimes

Now, since the spacetime is flat at early times, we can choose coordinates z*+ so that
ds* = —dztdx™, when 2~ or T — —oo0. (8.109)
Further, since it is flat at late times, we can also choose coordinates Z* so that

ds®> = —dztdi~, when #~ or T

— —c0. (8.110)

However, since the spacetime is not globally flat, the two coordinates are not identical. We can see this as
follows. In any set of coordinates,

R+_ = *234_/)8_[) (8111)
implies that

1 zt T~
plat,x7) = —5/ dm"’/ dx~ Ry, (8.112)
—o0 —o0
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where in the last equality, we have used the fact that p(—oo,z~) = p(zT, —o0) = 0. This equation tells us unless
R = 0 everywhere we cannot have p(+o00,27) = p(z*,4+0o0) = 0. Therefore, = and 7+ are distinct coordinate
systems. We focus below on = and 2.

Let’s define an in vacuum (defined at early times) using the modes

ay = (f,uy),  aul|0im) =0. (8.113)
At late times, the inertial coordinate is Z~ and we define the out vacuum as

a, = (f,ay), Gy |0out) = 0. (8.114)

Since z~ and &~ are distinct coordinates, |0i,) and |Ooys) are distinct states. Now, consider an observer travelling
along inertial worldlines in the past, i.e., along lines of changing 2~ but fixed large 2. Also suppose that the system
is originally in the in vacuum, |0i,). In this case, the observer never encounters the curvature and is him/herself in
flat spacetime. However, when the observer crosses the point P as shown, his trajectory is no longer inertial. To
maintain the inertial path, he/she must change to the Z~ coordinates. In this new coordinate, the system is no
longer in a vacuum with respect to the in states and the observer will observe particles. Thus, we see that there is
particle production due to curvature of spacetime. This is an extremely interesting phenomena and one we believe
is the cause of particles today!

8.8 Dilaton gravity continued

We can ask a similar question in the presence of black holes, i.e. since black holes produce curvature, they must
also produce particles. We now ask, what kind of particle production occurs when black holes are present. We will
now study this in the context of dilaton gravity. Recall the dilaton gravity action

S = % /d2x¢fg {ez‘f’(R +4(Vo)? +4X?) — %(Vf)2 : (8.115)

This theory does have black holes with a Penrose diagram similar to Schwarzschild as in Figure 8.3.

Figure 8.3: Schwarzschild black holes
Now, instead of studying eternal black holes, we study black holes formed by gravitational collapse as portrayed
in Figure 8.4.

This is the (1+1)-dimensional analogue of of the Vaidya geometry that we’ve studied. We start from a Minkowski
vacuum in the past and send in a shockwave with

1
Tl = S04 F0Lf = Mé(o™t). (8.116)
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Figure 8.4: Black holes formed by gravitational collapse

We end up making a black hole. So what happens to the quantum field in this background? Is black hole
formation accompanied by particle production? Luckily, we at least have a natural starting point of the quantum
state for us to tackle the problem. Our situation at hand corresponds to the case where for o™ < 0, we have the
flat space

ds* = —doTdo™. (8.117)

And for o7 > 0,
—dotdo~
1— %e)\o'* + %e)\(affa*) ’

ds* = (8.118)

If ot = 0 along the shockwave, we see that the two cases are consistent with each other. On the other hand,
at the singularity where o™ = 00, 07 = %ln %, the metric blows up as expected. We also see that the metric is
asymptotically flat for o7 — —00,0~ — —00. Since we have Minkowski space there, we can talk about |Onink)-

Now, on .1, i.e., when o+ — oo,

do~

ds®> = —dotds~, do~ = e (8.119)
So we see that ) o
67 =-3n <e—*" - A) ) (8.120)

Note that 67,6~ € (—o0, 00) so the surface is geodesically complete. Since 0,0~ are inertial coordinates, the
incoming state with no incoming particles is just the vacuum in o*, o~ coordinates. Therefore, a detector on a
worldline with ¢+ = 0~ observes nothing whereas inertial detectors with &7 = 6~ do detect particles. We will set
A =1 for simplicity from now on.

Focusing on the right movers, we have the incoming and outgoing modes as

1

e (8.121)
V2w

Uy =
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Now, although 6~ runs up to positive infinity, 0~ doesn’t. So we introduce a second set of modes and denote
them with ~. We can then write the annihilation modes as

a=a"a+plta* +aa+ Blar. (8.122)

Now we have a complete relationship between incoming and outgoing modes. And if we define

a= (Z) . B= (g) , (8.123)

0) |0). (8.124)

Then the outgoing density matrix
Pout = Tr[f[ |Oin> <Oin| . (8125)

As 67 — —oo, we have a pure state |6> <(~)|7 and as 67 — 400, we have a thermal state >, e~ %/T1 |E;) (E;|
where the Hawking temperature Ty = A/27. Hawking himself, by doing an analogous but more complicated
calculation in the four-dimensional theory, found that black holes have a mass-dependent temperature

h
Ty = . A2
7 8rGM (8.126)
Defining black hole entropy Spy through
dSBH 1 87TGNM
_ 1 _ 12
dM Ty h (8.127)
we sees that A G112
Sph — ENA (8.128)

T AGNh h

It’s useful to characterise the quantum states of the field f by its energy flow. So if we have the stress-energy
tensor

1 1
T, = 3 (aafabf - 29ab(af)2> ; (8.129)
we want to find the expectation value (0| T({b |0in). Classically, we have
1
T++ == M5(0'+), T _ = 58_‘]08_‘]0, T+_ =0. (8130)

T, _ = 0 tells us the action for the f field is invariant under global scalings of the metric. In quantum mechanics,
we need to introduce a cutoff to regulate ultraviolet divergences, so in principle, a quantum theory can depend on
the scalings. To understand the resulting conformal (trace) anomaly, we consider the most general form

(Oin] TS, |0w) = agi— + BRy— + YRRy + - - (8.131)

But we are dealing with a theory with no dimensionful constants of the Lagrangian and only the § term is
dimensionless. The other terms might appear in some regularisation scheme, but can be subtracted off. The best
way to regulate it is to go to non-integer dimension D = 2 + €, which makes the loop corrections finite. Then the
action becomes

S = —%/ d*Tx\/—ggT 0, fO_f, (8.132)
where ds? = —e?’dxtdz™ gives "
e = _%e%, =g = <;e%) n (8.133)
Hence,
S~ ﬁ /d”ex 0L fO_f(1+ep). (8.134)

60



And we find

T, = im fo_f. (8.135)
Now, we are not quantising p; it’s only a background. So at fixed p,
(T, ), = —%8+8_p. (8.136)
The generalisation of this result is as follows. With R, = —29,0_p,
(T )=—-S8,0_p= R,_, (8.137)
12 24

where c¢ is the central charge. For a free scalar field, ¢ = 1, and for n free scalar fields, ¢ = n. This is the famous
trace anomaly formula for a two-dimensional quantum field theory on a curved space. We’ll see that this anomaly
corresponds to Hawking radiation. Eventually we will have to solve

Gap = #1up, (8.138)

where by G,, we now mean the variation of the gravitational part of the action given above. For there to be a
well-defined classical limit we need
Ve, = 0. (8.139)

Using this, we get
O (T Y4+ 0_(Ty_)-T__(T._)=V*(T,_) =0. (8.140)

And substituting in various expressions, we have

Oy (T__) +0_ (—112(3+8p> —20_p (—112@3;)) =0, (8.141)

which gives
1 i
(T_) =13 ((0—p)? — 0% p) + Tassical 4 ¢(27), (8.142)

where (z7) is related to normal ordering ambiguities. But in our case, T12s8al = (. Further, the condition
(Oin| T-— (0" = —00,07) [01n) = 0 (8.143)

fixes t(x~) = 0. Hence, rewriting the first term, we have
1 .,
<T__> = 75 epa_ € P. (8144)

Going back to the dilaton black hole, we have for 0 — 0o, e™” — V1 — M e . In this limit then,

 Me” (2—Me” )
(T--) = 48(1 — Meo™)2

(8.145)

We’ve been using o~ coordinates so far. In inertial coordinates,

This is an explicit formula with interesting properties. As §~ — —oo, we end up with

<T__> M (8.147)

i.e., in the far past, there is no energy flux. And as 6~ — o0, restoring A, we get
- A2
T__> =2, 8.148
< 48 ( )
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This is nothing but the energy density of thermal radiation at the temperature T'= A/27. So black holes emit
with a purely thermal spectrum.

Now, because black holes emit energy and conservation laws hold, we conclude that they must shrink. We now
discuss the process of black hole shrinking in a systematic way. This is referred to as back reaction, in the sense
that the stress-energy tensor back reacts and sources the metric. We start by varying the action with respect to
gt+.

éS
L=

2 = ¢ *(20%¢ — 40, p0;.9)

, . (8.149)
= §a+f8+f ~ Tz ePdY e?,

where the first term is the classical T4l and the second term, i.e., the quantum correction we calculated earlier,
gives us the back reaction. Note that we restore the factor of & for clarity. Now, it doesn’t make sense to take a
classical equation of motion, add a one-loop quantum correction, and solve the loop-corrected new equation. This
is because there’s no systematic small parameter involved. In our case, the small perturbative correction of order
h isn’t enough for seeing black hole evaporation, which is a huge effect. So how can we find a small parameter to
expand in? The idea is to introduce N fields and expand around the large-N limit. We do so by modifying the
action to
1 1
S = o /d%\/fg (N e 2 (R+4(Vp)? +4) — 3 Z(Vfif) . (8.150)
i=1
In terms of Feynman diagrams, this corresponds to tree diagrams involving p and ¢ and loop corrections
involving f. The previous equation picks up a factor of N and becomes

05
Sgt+

o N e 2?(202 ¢ — 40, p0+ ¢)

(8.151)

1 h
3 E Oy fiOy fi — ENepai e’
i—1

Solving this gives us the Penrose in Figure 8.5. The red lines are lines of constant . Inside black holes, lines
of constant r are spacelike, and outside, timelike. Starting from the vacuum, we again send a shockwave, which
makes a black hole, and we get a singularity. We have an event horizon which no longer coincides with the apparent
horizon. (Recall that the apparent horizon is the location where lines of constant r turn from being timelike to
being spacelike. It’s what looks like the event horizon of a black hole locally.)

Figure 8.5: Black hole evaporation
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We see that towards the left of the diagram (smaller values of r), lines of constant r start off being timelike,
cross the shockwave, become spacelike, and finally return to being timelike again. We see that the apparent horizon
shrinks since, as we move along it towards the future, it crosses smaller and smaller values of r. This is expected
as back reaction causes black holes to shrink. Note that T, doesn’t have to be positive here; it is in fact negative
along the apparent horizon and we can think of it as a flux of negative energy entering the black hole. This
calculation substantiates the picture of Hawking radiation in which we have a pair production of a positive and a
negative energy particle outside and the negative energy one enters the black hole and the process keeps repeating.

Figure 8.6: Black hole evaporation and beyond

Now, space becomes flat at the null surface where the red lines of constant r end, so it is natural to patch
our Minkowski Penrose diagram there. This is shown in Figure 8.6 and leads to our upcoming discussion on the
information paradoz.

So in our two-dimensional context, we have obtained this picture as a solution of our well-defined differential
equation. An interesting fact about this two-dimensional model is that when we quantise p and ¢, the causal
structure doesn’t fluctuate. So the causal relationship between the points is not subject to the uncertainty principle.

9 Information paradox

Now we make an attempt to understand what the future of a singularity holds, i.e., what goes beyond the null
surface in Figure 8.5. There are four main proposals.

e Information is lost;
e There exist long-lived remnants;
e Information is returned to .#;

e None of the above.
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9.1 Information is lost

We found earlier that for a black hole of mass M, its temperature 7' ~ 1/M. So the power

dM 1
P="~TA~T? ~ — 9.1
7 iR (9-1)
which we can solve to obtain
M(t) ~ (t —t;)3. (9.2)
Hence, the evaporation time
tovap ~ M3, (9.3)

We can also estimate entropy production. It does depend on quantities such as the number of species of particles,

but parametrically,
A
Sproduced ~ M2 > Z
So this is not an adiabatic process. If we now graph entropy S at .# T verses time, then we have Figure 9.1
(solid line). S rises to order M? in the amount of time of order M3 then simply remains unchanged.
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Figure 9.1: Entropy change of black hole evaporation verses coal burning

Let’s contrast the situation with an idealised lump of coal (dotted line) that starts off having S = 0. Let’s burn
it and consider the radiation. Initially it would look thermal and the entropy would rise according to some thermal
curve. But if we wait long enough, we see that emissions at later times correlate with emissions at earlier times,
and the entropy returns to zero. Note that the lump of coal is initially in a pure state, but if we know the initial
density matrix exactly, then unitary time evolutions in quantum mechanics imply that the final state is unique.

Recall that the Schrédinger equation says

(1) = " [(0)) = U(#) [4(0)) . (9.5)
So the density matrix
p(t) =U®)p(O)U (1), (96)
which implies that
S =Tr[p(t) Inp(t)] (9.7)

is invariant under time evolution, i.e., entropy is conserved. But here, entropy increases. So instead of unitary
matrices, we can use what’s called the dollar matriz $ such that

$pin = Pout- (98)
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However, general transformation matrices of this kind don’t preserve Trp = 1. Further, symmetries no longer
imply conservation laws: we only get a conservation of the average of some quantity. So we don’t have a good
alternative to unitary evolutions in quantum mechanics.

In summary...
e Advantage: It follows from the semiclassical calculations.

e Disadvantage: It violates unitarity and energy conservation.

9.2 Long-lived remnants

In this proposition, we have some Planck-sized object, a remnant, that can live for a very long time and will
send the information back out. Well, how long does it live? First of all, if they live forever, then we can say that
the universe contains an infinite number of Planckian objects and they have an infinite number of states. The
information isn’t lost; it’s simply in the Planckian objects.

The problem of this is that first, it violates the generalised second law because these Planckian objects have an
infinite amount of entropy and thus an infinite number of microstates. If we take one of these objects and throw it
into the black hole, then the entropy of the black hole suddenly becomes infinite and cannot be related to the area
so simply anymore. Second, quantum mechanically, the pair production rate (of particles of mass M) is associated
with a Boltzmann suppression factor, which is e . This is a small number, but when we multiply it by the an
infinite number of species of remnants, we get an infinity, and the suppression factor serves no purpose.

Now we discuss the case of non-eternally existing remnants. Suppose that they disappear after an amount of
time of order Tyen. If we have a conserved amount of energy, we can ask how much information can be encoded.
In fact, it depends on how big of a box we have, in the sense that if our energy is distributed among photons in
a box, then if the box is infinitely large then we have an infinite amount of energy. So there is no limit on the
amount of information we can encode in a fixed amount of energy. Hence, when the remnant disappears, all the
energy, which we take to be of order one in Planck units, is in some radially moving particles confined in a box of
radius of order Tiem.

The entropy of the one-dimensional gas then is S = vVEL = v/Tyem, which tells us that Tien, ~ M?, which is
much longer than tevap ~ M?3. So the entropy against time plot is now as in Figure 9.2.

S

Ms M+’

Figure 9.2: Entropy change in the remnant scenario

There is a variation, the “non-local remnant” scenario, that doesn’t get discussed much. This is where we say
that information is spread across the null surface. Then we have Tiep, ~ M 7/2 instead. Of course, it is still greater
than the evaporation time.

In summary...

e Advantage: There is no need for an information escape mechanism.
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e Disadvantage: Remnants may need to contain an infinite amount of entropy hence violating the generalised
second law.

9.3 Information is returned

This is perhaps the most popular proposal since it’s rather intuitive. It says that half way through the evapo-
ration process, something goes wrong with Hawking’s calculations. The entropy against time curve turns over and
heads back to zero as in the case of the coal. Here unitarity in quantum mechanics is preserved.

So what went wrong? Perhaps the 1/N expansion is invalid: it could have a zero radius of convergence; perhaps
the model is simply not good for the four-dimensional case; perhaps we should’ve have assumed causality or locality;
perhaps it’s invalid to use here an effective field theory, i.e., the approach where we approximately describe things
by semiclassical gravity.

In summary...
e Advantage: Unitarity in quantum mechanics is preserved.

e Disadvantage: There is a large deviation from semiclassical results in the two-dimensional calculation.

9.4 General comments

There are two parts to the information paradox: the information storage problem, and the information retrieval
problem.

If the information ends up coming back out, it certainly has to be stored. In string theory, as we’ll discuss
next semester, one can solve the information storage problem: By a counting of microstates we can check explicitly
for a wide array of black holes that S = A/4, in agreement with the proposal that information is returned. This
calculation was a precursor to the AdS/CFT correspondence. However, since AdS/CFT only requires information
to be eventually returned, it is compatible with the remnant proposal. Note that this correspondence between
things that live on the boundary and the bulk only applies well to certain situations. If we had a small black hole
with radius smaller than the AdS radius, then we don’t understand the boundary state hence have no dictionary
to link the two.

Finally, the firewall has been discussed a lot recently. People often take locality, causality, unitarity, low-energy
effective field theory and the equivalence principle, keep four of them and give up one, and conclude that since
the four holds, the fifth doesn’t apply. In the firewall story, information returns, but there is an infinite energy
density at the horizon: a firewall. In this scenario, the equivalence principle is violated. No one has yet suggested
a dynamical mechanism to allow firewall.

To us, as physicists, computing how entropy evolves with time is the key to solving the information paradox.
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